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Preface

The subject of functional equations forms a modern branch of mathe-
matics. The origin of functional equations came about the same time as
the modern definition of function. From 1747 to 1750, J. d’Alembert
published three papers. These three papers were the first on func-
tional equations. The first significant growth of the discipline of func-
tional equations was stimulated by the problem of the parallelogram
law of forces (for a history see Aczél (1966)). In 1769, d’Alembert
reduced this problem to finding solutions of the functional equation
f(x + y) + f(x − y) = 2f(x)f(y). Many celebrated mathematicians
including N.H. Abel, J. Bolyai, A.L. Cauchy, J. d’Alembert, L. Eu-
ler, M. Fréchet, C.F. Gauss, J.L.W.V. Jensen, A.N. Kolmogorov, N.I.
Lobačevskii, J.V. Pexider, and S.D. Poisson have studied functional
equations because of their apparent simplicity and harmonic nature.

Although the modern study of functional equations originated more
than 260 years ago, a significant growth of this discipline occurred dur-
ing the last sixty years. In 1900, David Hilbert suggested in connection
with his fifth problem that, while the theory of differential equations pro-
vides elegant and powerful techniques for solving functional equations,
the differentiability assumptions are not inherently required. Motivated
by Hilbert’s suggestion many researchers have treated various functional
equations without any (or with only mild) regularity assumption. This
effort has given rise to the modern theory of functional equations. The
comprehensive books by S. Pincherle (1906, 1912); E. Picard (1928); G.
Hardy, J.E. Littlewood and G. Polya (1934); M. Ghermanescu (1960); J.
Aczél (1966); and M. Kuczma (1968) also advanced considerably the dis-
cipline of functional equations. Recent books by A.N. Sarkovskii and G.P.
Reljuch (1974); J. Aczél and Z. Daróczy (1975); J. Dhombres (1979);
M. Kuczma (1985); J. Aczél (1987); J. Smital (1988); J. Aczél and J.
Dhombres (1989); M. Kuczma, B. Choczewski, and R. Ger (1990); B.
Ramachandran and K.-S. Lau (1991); L. Székelyhidi (1991); E. Castillo
and M.R. Ruiz-Cobo (1992); C.R. Rao and D.N. Shanbhag (1994); B.R.
Ebanks, P.K. Sahoo and W. Sander (1998); P.K. Sahoo and T. Riedel
(1998); D.H. Hyers, G. Isac and Th.M. Rassias (1998); S.-M. Jung (2001);
S. Czerwik (2002); I. Risteski and V. Covachev (2002); and Pl. Kannap-
pan (2009) have contributed immensely to the further advancement of
this discipline.

xiii



xiv Preface

This book grew out of a set of classnotes by the first author who
taught functional equations as a graduate level introductory course at
the University of Louisville. Our goal in writing this book is to commu-
nicate the mathematical ideas of this subject to the reader and provide
the reader with an elementary exposition of the discipline. All func-
tions appearing in the functional equations treated in this book are real
or complex valued. We did not cover any functional equation where the
unknown functions take on values on algebraic structures such as groups,
rings or fields. The reason for this is to make the presentation as accessi-
ble as possible to students from a variety of disciplines. However, at the
end of each chapter we have included a section to point out various devel-
opments of the main equations treated in that chapter. In addition, we
discuss functional equations in abstract domains like semigroups, groups,
or Banach spaces. The innovation of solving functional equations lies in
finding the right tricks for a particular equation. We have tried to be
generous with explanations. Perhaps there will be places where we be-
labor the obvious. Each chapter (except Chapters 5 and 6) ends with a
set of exercises and some of these problems are adapted from Kuczma
(1964), Stamate (1971), and Makarov et al. (1991).

We now give a brief description of the contents. Chapters 1 through
17 deal with a wide variety of functional equations and Chapters 18
through 24 deal with stability of some of the functional equations con-
sidered in the earlier chapters. Chapter 1 gives an account of additive
functions. In this chapter, we treat the additive Cauchy functional equa-
tion and show that continuous or locally integrable additive functions are
linear. We further explore the behavior of discontinuous additive func-
tions and show that they display a very strange behavior: their graphs
are dense in the plane. To this end, we briefly discuss the Hamel basis
and its use for constructing discontinuous additive functions. A discus-
sion of complex additive functions is also provided in this chapter. This
chapter ends with a set of concluding remarks where we point out some
developments and some open problems related to the additive Cauchy
functional equation.

In Chapter 2, the remaining three Cauchy functional equations are
treated. Chapter 3 presents all four Cauchy functional equations in sev-
eral variables. In this chapter, we show that every additive function in
n variables is a sum of n different additive functions in one variable.
Similarly, we show that every multiplicative function in n variables is a
product of n distinct multiplicative functions in one variable. Analogous
results for exponential functions and logarithmic functions of n variables
are also provided in this chapter. Chapter 4 deals with the problem of ex-
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tending the additive Cauchy functional equation from a smaller domain
to a larger domain that contains the smaller domain.

Chapter 5 examines some applications of Cauchy functional equa-
tions. In this chapter, Cauchy functional equations are used for deriv-
ing formulas for the area of a rectangle, laws of logarithm, simple and
compound interest rates, and radioactive disintegration. In this chapter,
using Cauchy functional equations, we characterize the geometric proba-
bility distribution, the discrete normal probability distribution, and the
normal probability distribution.

In Chapter 6, some more applications of Cauchy functional equations
are given. Suppose fk(n) = 1k + 2k + · · · + nk, where n is a positive
integer and k is a nonnegative integer. Then fk(n) denotes the sum of
the kth power of the first n natural numbers. Finding formulas for fk(n)
has interested mathematicians for more than 300 years since the time of
James Bernoulli (1658–1705). In this chapter, using functional equations,
we give formulas for fk(n) for k = 1, 2, 3, and for arbitrary k we suggest
a functional relationship for finding a formula. Chapter 6 also contains
formulas for the number of possible pairs among n things, cardinality
of a power set, and sum of certain finite series. These formulas are all
obtained using Cauchy functional equations.

Chapter 7 deals with the Jensen functional equation which arises
from the mid-point convexity condition. In this chapter, we derive the
solution of this equation and show that every continuous Jensen func-
tion is affine. We also give continuous solution of the Jensen functional
equation on a closed and bounded interval. In Chapter 8, pexiderized
versions of the Cauchy functional equations as well as the Jensen func-
tional equation are studied.

In Chapter 9, we study biadditive functions, quadratic functions,
and the quadratic functional equation. First we give the solution of the
quadratic functional equation assuming the unknown function to be con-
tinuous. Then we present the solution without assuming any regularity
condition on the unknown function. Finally, we treat the pexiderized
version of the quadratic functional equation.

Chapter 10 examines the solution of the d’Alembert functional equa-
tion. In this chapter, we show that every continuous nontrivial solu-
tion f : R → R of the d’Alembert functional equation is either f(x) =
cosh(αx) or f(x) = cos(βx), where α and β are arbitrary constants.
Furthermore, we show that every nontrivial solution f : R → C of the
d’Alembert functional equation is of the form f(x) = 1

2 [E(x) +E(x)−1],
where E : R → C? is an exponential function. Section 4 of this chapter
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presents a characterization of the cosine function by means of a func-
tional equation due to Van Vleck (1910).

In Chapter 11 we continue with the study of functional equations
related to various trigonometric functions. In Section 2 of this chapter we
determine the general solution of a cosine-sine functional equation f(x−
y) = f(x)f(y)+g(x)g(y). In Section 3, we determine the general solution
of a sine-cosine functional equation f(x + y) = f(x)g(y) + g(x)f(y). In
Section 4, we present the general solution of a sine functional equation
f(x + y)f(x − y) = f(x)2 − f(y)2. Here, we also present the general
solution of the functional f(x+y)g(x−y) = f(x) g(x)−f(y) g(y). Section
5 of this chapter deals with a sine functional inequality. In Section 6, we
present an elementary functional equation due to Butler (2003) and its
solution due to M.Th. Rassias (2004).

Chapter 12 focuses on a functional equation of Pompeiu (1946),
namely f(x + y + xy) = f(x) + f(y) + f(x)f(y). We first present the
general solution of this functional equation and then determine the gen-
eral solution of a generalized Pompeiu functional equation. Chapter 13
deals with the Hosszú functional equation and a generalization of it.
In Chapter 14, first we present the continuous solution of the Davison
functional equation. Then we find the general solution of this functional
equation without any regularity assumption. Chapter 15 examines the
Abel functional equation. In this chapter, the general solution of the Abel
functional equation is determined without any regularity assumption on
the unknown functions.

Chapter 16 deals with some functional equations that arise from
the mean value theorem of differential calculus. Functional equations
of this type were originated by Pompeiu (1930), but the actual study
of this type of functional equations was started by Aczél (1985), Haruki
(1979) and Kuczma (1991b). In this chapter, we study a mean value
type functional equation and several of its generalizations. In Chapter
17, we examine four functional equations, namely, f(pr, qs)+f(ps, qr) =
(r + s)f(p, q) + (p + q)f(r, s); f(pr, qs) + f(ps, qr) = f(p, q) f(r, s);
f1(pr, qs) + f2(ps, qr) = g(p, q) + h(r, s); and f1(pr, qs) + f2(ps, qr) =
(r+s)g(p, q)+(p+q)h(r, s) that arise in the characterization of distance
measures. In this chapter, we determine the general solution of these
functional equations on open unit interval (0, 1). In the last section of
this chapter we point out several functional equations whose solutions
are not presently known.

In 1940 S.M. Ulam (see [142]) posed the following problem: If we
replace a given functional equation by a functional inequality, then under
what conditions can we say that the solutions of the inequality are close
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to the solutions of the equation. For example, given a group (G1, ·), a
metric group (G2, ?) with a metric d(·, ·) and a positive number ε, the
Ulam question is: Does there exist a real number δ > 0 such that if the
map f : G1 → G2 satisfies d(f(x · y), f(x) ? f(y)) < δ for all x, y ∈ G1,
then a homomorphism T : G1 → G2 exists with d(f(x), T (x)) < ε for
all x, y ∈ G1? The first affirmative answer to this question was given by
D. H. Hyers (1941). Hyers result initiated much of the present research
in the stability theory of functional equations. Chapters 18 through 24
present stability of several functional equations studied in the earlier
chapters.

In Chapter 18, the Hyers-Ulam stability of the additive Cauchy func-
tional equation is treated. In Section 3, a stability result due to Hy-
ers (1941) is presented by considering the Cauchy difference (x, y) 7→
f(x + y) − f(x) − f(y) to be bounded. In Section 4, Hyers’ theorem is
generalized by allowing the Cauchy difference to be unbounded. In this
section, the contributions of Aoki (1950) and Rassias (1978) are pre-
sented with their proofs. We have also included works of Gajda (1991)
and Rassias and Šemrl (1992).

Chapter 19 deals with the Hyers-Ulam stability of the exponential
as well as the multiplicative Cauchy functional equations. The notion
of superstability is introduced in this chapter. Ger type stability of the
exponential and the multiplicative Cauchy functional equations is also
investigated. In Section 4, we point out various developments concerning
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Chapter 1

Additive Cauchy Functional
Equation

1.1 Introduction

The study of additive functions dates back to A.M. Legendre who first
attempted to determine the solution of the Cauchy functional equation

f(x+ y) = f(x) + f(y)

for all x, y ∈ R. The systematic study of the additive Cauchy functional
equation was initiated by A.L. Cauchy in his book Cours d’Analyse in
1821. Additive functions are the solutions of this additive Cauchy func-
tional equation. This chapter gives an account of additive functions.
First, we explain what a functional equation is. Then we treat the ad-
ditive Cauchy functional equation and show that continuous or locally
integrable additive functions are linear. We further explore the behavior
of nonlinear discontinuous additive functions and show that they display
a very strange behavior: their graphs are dense in the plane. To this end,
we briefly discuss the Hamel basis and its use for constructing discon-
tinuous additive functions. We also examine under what other criteria
the solution of the Cauchy functional equation is linear. A discussion of
complex additive functions is also provided in this chapter. The chapter
ends with a set of concluding remarks where we have pointed out some
developments and some open problems related to the additive Cauchy
functional equation.

Kuczma (1985) gives an excellent exposition on additive functions.
Additive functions have also found places in the books of Aczél (1966,
1987), Aczél and Dhombres (1989) and Smital (1988). The general so-
lutions of many functional equations of two or more variables can be
expressed in terms of additive, multiplicative, logarithmic or exponen-
tial functions. Some of the material in this chapter is adapted from Aczél
(1965) and Wilansky (1967).

1
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1.2 Functional Equations

An equation involving an unknown function and one or more of its
derivatives is called a differential equation. Examples of differential equa-
tions are

f ′(x) +mx = 5

and
f ′′(x) + f ′(x) + sin(x) = 0.

Differential equations are well studied. Equations involving integrals of
an unknown function are called integral equations. Some examples of
integral equations are

f(x) = ex −
∫ x

0

ex−tf(t) dt,

f(x) = sin(x) +
∫ 1

o

[ 1− x cos(xt) ] f(t) dt

and
f(x) =

∫ x

0

[ tf2(t)− 1 ] dt.

As with differential equations, there is a well-studied theory of integral
equations.

Functional equations are equations in which the unknowns are func-
tions. Some examples of functional equations are

f(x+ y) = f(x) + f(y),

f(x+ y) = f(x)f(y),

f(xy) = f(x)f(y),

f(xy) = f(x) + f(y),

f(x+ y) = f(x)g(y) + g(x)f(y),

f(x+ y) + f(x− y) = 2f(x)f(y),

f(x+ y) + f(x− y) = 2f(x) + 2f(y),

f(x+ y) = f(x) + f(y) + f(x)f(y),

f(x+ y) = g(xy) + h(x− y),

f(x)− f(y) = (x− y)h(x+ y),
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f(pr, qs) + f(ps, qr) = 2f(p, q) + 2f(r, s),

g(f(x)) = g(x) + β,

g(f(x)) = αg(x), α 6= 1

and
f(t) = f(2t) + f(2t− 1).

The field of functional equations includes differential equations, differ-
ence equations and iterations, and integral equations. In this book we
will not cover these topics. Functional equations is a field of mathematics
which is over 260 years old. More than 5000 papers have been published
in this area.

Functional equations appeared in the literature around the same time
as the modern theory of functions. In 1747 and 1750, d’Alembert pub-
lished three papers that were the first on functional equations (see Aczél
(1966)). Functional equations were studied by d’Alembert (1747), Euler
(1768), Poisson (1804), Cauchy (1821), Abel (1823), Darboux (1875) and
many others. Hilbert (1902) suggested in connection with his 5th prob-
lem, that, while the theory of differential equations provides elegant and
powerful techniques for solving functional equations, the differentiability
assumptions are not inherently required. Motivated by Hilbert’s sugges-
tions many researchers in functional equations have treated various func-
tional equations without any (or with mild) regularity assumptions. This
effort has given rise to the modern theory of functional equations. The
theory of functional equations forms a modern mathematical discipline,
which has developed very rapidly in the last six decades.

To solve a functional equation means to find all functions that sat-
isfy the functional equation. In order to obtain a solution, the functions
must often be restricted to a specific nature (such as analytic, bounded,
continuous, convex, differentiable, measurable or monotonic).

1.3 Solution of Additive Cauchy Functional Equa-
tion

In this section, we introduce the additive Cauchy functional equation
and determine its regular solution.

Let f : R → R, where R is the set of real numbers, be a function
satisfying the functional equation

f(x+ y) = f(x) + f(y) (1.1)
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for all x, y ∈ R. This functional equation is known as the additive Cauchy
functional equation. The functional equation (1.1) was first treated by
A.M. Legendre (1791) and C.F. Gauss (1809) but A.L. Cauchy (1821)
first found its general continuous solution. The equation (1.1) has a
privileged position in mathematics. It is encountered in almost all math-
ematical disciplines.

Definition 1.1. A function f : R→ R is said to be an additive function
if it satisfies the additive Cauchy functional equation

f(x+ y) = f(x) + f(y)

for all x, y ∈ R.

Definition 1.2. A function f : R→ R is called a linear function if and
only if it is of the form

f(x) = c x (∀x ∈ R),

where c is an arbitrary constant.

The graph of a linear function f(x) = c x is a non-vertical line that
passes through the origin and hence it is called linear. The linear func-
tions satisfy the Cauchy functional equations. The question arises, are
there any other functions that satisfy the Cauchy functional equation?

We begin by showing that the only continuous solutions of the
Cauchy functional equation are those which are linear. This was the
result proved by Cauchy in 1821.

Theorem 1.1. Let f : R → R be a continuous function satisfying
the additive Cauchy functional equation (1.1). Then f is linear; that
is, f(x) = c x where c is an arbitrary constant.

Proof. First, let us fix x and then integrate both sides of (1.1) with
respect to the variable y to get

f(x) =
∫ 1

0

f(x)dy

=
∫ 1

0

[f(x+ y)− f(y)] dy

=
∫ 1+x

x

f(u)du−
∫ 1

0

f(y)dy, where u = x+ y.

Since f is continuous, by using the Fundamental Theorem of Calculus,
we get

f ′(x) = f(1 + x)− f(x). (1.2)
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The additivity of f yields

f(1 + x) = f(1) + f(x). (1.3)

Substituting (1.3) into (1.2), we obtain

f ′(x) = c,

where c = f(1). Solving the above first order differential equation, we
obtain

f(x) = cx+ d, (1.4)

where d is an arbitrary constant. Letting (1.4) into the functional equa-
tion (1.1), we see that d = 2d and thus d must be zero. Therefore, from
(1.4) we see that f is linear as asserted by the theorem. The proof of the
theorem is now complete.

Notice that in Theorem 1.1, we use the continuity of f to conclude
that f is also integrable. The integrability of f forced the solution f of
the additive Cauchy equation to be linear. Thus every integrable solution
of the additive Cauchy equation is also linear.

Definition 1.3. A function f : R→ R is said to be locally integrable if
and only if it is integrable over every finite interval.

It is known that every locally integrable solution of the additive
Cauchy equation is also linear. We give as a short proof of this using an
argument provided by Shapiro (1973). Assume f is a locally integrable
solution of the additive Cauchy equation. Hence f(x+ y) = f(x) + f(y)
holds for all x and y in R. From this and using the local integrability of
f , we get

y f(x) =
∫ y

0

f(x)dz

=
∫ y

0

[f(x+ z)− f(z)] dz

=
∫ x+y

x

f(u)du−
∫ y

0

f(z)dz

=
∫ x+y

0

f(u)du−
∫ x

0

f(u)du−
∫ y

0

f(u)du.

The right side of the above equality is invariant under the interchange
of x and y. Hence it follows that

y f(x) = x f(y)
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for all x, y ∈ R. Therefore, for x 6= 0, we obtain

f(x)
x

= c,

where c is an arbitrary constant. This implies that f(x) = cx for all
x ∈ R \ {0}. Letting x = 0 and y = 0 in (1.1), we get f(0) = 0. Together
with this and the above, we conclude that f is a linear function in R.

Although the proof of Theorem 1.1 is brief and involves only calcu-
lus, this proof is not very instructive. We will present now a different
proof which will help us to understand the behavior of the solution of
the additive Cauchy equation a bit more. We begin with the following
definition.

Definition 1.4. A function f : R→ R is said to be rationally homoge-
neous if and only if

f(rx) = r f(x) (1.5)

for all x ∈ R and all rational numbers r.

The following theorem shows that any solution of the additive Cauchy
equation is rationally homogeneous.

Theorem 1.2. Let f : R → R be a solution of the additive Cauchy
equation. Then f is rationally homogeneous. Moreover, f is linear on
the set of rational numbers Q.

Proof. Letting x = 0 = y in (1.1) see that f(0) = f(0) + f(0) and hence

f(0) = 0. (1.6)

Substituting y = −x in (1.1) and then using (1.6), we see that f is an
odd function in R, that is

f(−x) = −f(x) (1.7)

for all x ∈ R. Thus, so far, we have shown that a solution of the additive
Cauchy equation is zero at the origin and it is an odd function. Next, we
will show that a solution of the additive Cauchy equation is rationally
homogeneous. For any x,

f(2x) = f(x+ x) = f(x) + f(x) = 2 f(x).

Hence

f(3x) = f(2x+ x) = f(2x) + f(x) = 2f(x) + f(x) = 3 f(x);
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so in general (using induction)

f(nx) = n f(x) (1.8)

for all positive integers n. If n is a negative integer, then −n is a positive
integer and by (1.8) and (1.7), we get

f(nx) = f(−(−n)x)
= −f(−nx)
= −(−n) f(x)
= n f(x).

Thus, we have shown f(nx) = n f(x) for all integers n and all x ∈ R.
Next, let r be an arbitrary rational number. Hence, we have

r =
k

`

where k is an integer and ` is a natural number. Further, kx = `(rx).
Using the integer homogeneity of f , we obtain

k f(x) = f(kx) = f(`(rx)) = ` f(rx);

that is,

f(rx) =
k

`
f(x) = r f(x).

Thus, f is rationally homogeneous. Further, letting x = 1 in the above
equation and defining c = f(1), we see that

f(r) = c r

for all rational numbers r ∈ Q. Hence, f is linear on the set of rational
numbers and the proof is now complete.

Now we present the second proof of Theorem 1.1.

Proof. Let f be a continuous solution of the additive Cauchy equation.
For any real number x there exists a sequence {rn} of rational numbers
with rn → x. Since f satisfies the additive Cauchy equation, by Theorem
1.2, f is linear on the set of rational numbers. That is,

f(rn) = c rn
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for all n. Now using the continuity of f , we get

f(x) = f
(

lim
n→∞

rn

)
= lim
n→∞

f(rn)

= lim
n→∞

c rn

= c x

and the proof is now complete.

The following theorem is due to Darboux (1875).

Theorem 1.3. Let f be a solution of the additive Cauchy functional
equation (1.1). If f is continuous at a point, then it is continuous every-
where.

Proof. Let f be continuous at t and let x be any arbitrary point. Hence,
we have lim

y→t
f(y) = f(t). Next, we show that f is continuous at x. Con-

sider

lim
y→x

f(y) = lim
y→x

f(y − x+ x− t+ t)

= lim
y→x

[f(y − x+ t) + f(x− t)]

= lim
y→x

f(y − x+ t) + lim
y→x

f(x− t)

= f(t) + f(x− t)
= f(t) + f(x)− f(t)
= f(x).

This proves that f is continuous at x and the arbitrariness of x implies
f is continuous everywhere. The proof is complete.

The following theorem is obvious from Theorem 1.1 and Theorem
1.3.

Theorem 1.4. Let f be a solution of the additive Cauchy functional
equation (1.1). If f is continuous at a point, then f is linear; that is,
f(x) = c x for all x ∈ R.
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1.4 Discontinuous Solution of Additive Cauchy
Equation

In the previous section, we showed that a continuous solution of the
additive Cauchy equation is linear. In other words continuous additive
functions are linear. Even if we relax the continuity condition to con-
tinuity at a point, still additive functions are linear. For many years
the existence of discontinuous additive functions was an open problem.
Mathematicians could neither prove that every additive function is con-
tinuous nor exhibit an example of a discontinuous additive function. It
was the German mathematician G. Hamel in 1905 who first succeeded
in proving that there exist discontinuous additive functions.

Now we begin our exploration on the non-linear solution of the addi-
tive Cauchy equation. First, we show that the non-linear solution of the
additive Cauchy equation displays a very strange behavior.

Definition 1.5. The graph of a function f : R→ R is the set

G = {(x, y) |x ∈ R, y = f(x) } .

It is easy to note that the graph G of a function f : R→ R is subset of
the plane R2. The proof of our next theorem is similar to one found in
Aczél (1987).

Theorem 1.5. The graph of every non-linear solution f : R→ R of the
additive Cauchy equation is everywhere dense in the plane R2.

Proof. The graph G of f is given by

G = {(x, y) |x ∈ R, y = f(x)}.

Choose a nonzero x1 in R. Since f is a non-linear solution of the additive
Cauchy equation, for any constant m, there exists a nonzero real number
x2 such that

f(x1)
x1

6= f(x2)
x2

;

otherwise writing c = f(x1)
x1

and letting x1 = x, we will have f(x) = cx
for all x 6= 0, and since f(0) = 0 this implies that f is linear contrary to
our assumption that f is non-linear. This implies that∣∣∣∣ x1 f(x1)

x2 f(x2)

∣∣∣∣ 6= 0,
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so that the vectors v1 = (x1, f(x1)) and v2 = (x2, f(x2)) are linearly
independent and thus span the whole plane R2. This means that for any
vector v = (x, f(x)) there exist real numbers r1 and r2 such that

v = r1 v1 + r2 v2.

If we permit only rational numbers ρ1, ρ2, then by their appropriate
choice, we can get with ρ1v1 + ρ2v2 arbitrarily close to any given plane
vector v (since the rational numbers Q are dense in reals R and hence
Q2 is dense in R2). Now,

ρ1v1 + ρ2v2 = ρ1(x1, f(x1)) + ρ2(x2, f(x2))
= (ρ1x1 + ρ2x2, ρ1f(x1) + ρ2f(x2))
= (ρ1x1 + ρ2x2, f(ρ1x1 + ρ2x2)).

Thus, the set

Ĝ = {(x, y) |x = ρ1x1 + ρ2x2, y = f(ρ1x1 + ρ2x2), ρ1, ρ2 ∈ Q}

is everywhere dense in R2. Since

Ĝ ⊂ G,

the graph G of our non-linear additive function f is also dense in R2.
The proof of the theorem is now complete.

The graph of an additive continuous function is a straight line that
passes through the origin. The graph of a non-linear additive function
is dense in the plane. Next, we introduce the concept of Hamel basis to
construct a discontinuous additive function.

Let us consider the set

S = {s ∈ R | s = u+ v
√

2 + w
√

3, u, v, w ∈ Q }

whose elements are rational linear combination of 1,
√

2,
√

3. Further,
this rational combination is unique. That is, if an element s ∈ S has two
different rational linear combinations, for instance,

s = u+ v
√

2 + w
√

3 = u′ + v′
√

2 + w′
√

3,

then u = u′, v = v′ and w = w′. To prove this we note that this assump-
tion implies that

(u− u′) + (v − v′)
√

2 + (w − w′)
√

3 = 0.
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Letting a = (u − u′), b = (v − v′) and c = (w − w′), we see that the
above expression reduces to

a+ b
√

2 + c
√

3 = 0.

Next, we show that a = 0 = b = c. The above expression yields

b
√

2 + c
√

3 = −a,

and squaring both sides, we have

2bc
√

6 = a2 − 2b2 − 3c2.

This implies that b or c is zero; otherwise, we may divide both sides by
2bc and get

√
6 =

a2 − 2b2 − 3c2

2bc

contradicting the fact that
√

6 is an irrational number. If b = 0, then we
have a + c

√
3 = 0; this implies that c = 0 (else

√
3 = −ac is a rational

number contrary to the fact that
√

3 is an irrational number). Similarly
if c = 0, we obtain that b = 0. Thus both b and c are zero. Hence it
follows immediately that a = 0.

If we call
B =

{
1,
√

2,
√

3
}
,

then every element of S is a unique rational linear combination of the
elements of B. This set B is called a Hamel basis for the set S. Formally,
a Hamel basis is defined as follows.

Definition 1.6. Let S be a set of real numbers and let B be a subset
of S. Then B is called a Hamel basis for S if every member of S is a
unique (finite) rational linear combination of B.

If the set S is the set of reals R, then using the axiom of choice it can
be shown that a Hamel basis B for R exists. The proof of this is beyond
the scope of this book.

There is a close connection between additive functions and Hamel
bases. To exhibit an additive function it is sufficient to give its values on
a Hamel basis, and these values can be assigned arbitrarily. This is the
content of the next two theorems.

Theorem 1.6. Let B be a Hamel basis for R. If two additive functions
have the same value at each member of B, then they are equal.
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Proof. Let f1 and f2 be two additive functions having the same value at
each member of B. Then f1 − f2 is additive. Let us write f = f1 − f2.
Let x be any real number. Then there are numbers b1, b2, ..., bn in B
and rational numbers r1, r2, ..., rn such that

x = r1b1 + r2b2 + · · ·+ rnbn.

Hence

f1(x)− f2(x) = f(x)
= f(r1b1 + r2b2 + · · ·+ rnbn)
= f(r1b1) + f(r2b2) + · · ·+ f(rnbn)
= r1f(b1) + r2f(b2) + · · ·+ rnf(bn)
= r1[f1(b1)− f2(b1)] + r2[f1(b2)− f2(b2)]

+ · · ·+ rn[f1(bn)− f2(bn)]
= 0.

Thus, we have f1 = f2 and the proof is complete.

Theorem 1.7. Let B be a Hamel basis for R. Let g : B → R be an
arbitrary function defined on B. Then there exists an additive function
f : R→ R such that f(b) = g(b) for each b ∈ B.

Proof. For each real number x there can be found b1, b2, ..., bn in B and
rational numbers r1, r2, ..., rn with

x = r1b1 + r2b2 + · · ·+ rnbn.

We define f(x) to be

r1g(b1) + r2g(b2) + · · ·+ rng(bn).

This defines f(x) for all x. This definition is unambiguous since for each
x, the choice of b1, b2, ..., bn, r1, r2, ..., rn is unique, except for the order
in which bi and ri are selected. For each b in B, we have f(b) = g(b) by
definition of f . Next, we show that f is additive on the reals. Let x and
y be any two real numbers. Then

x = r1a1 + r2a2 + · · ·+ rnan

y = s1b1 + s2b2 + · · ·+ smbm,

where r1, r2, ..., rn, s1, s2, ..., sm are rational numbers and a1, a2, ..., an, b1,
b2, ..., bm are members of the Hamel basis B. The two sets {a1, a2, ..., an}
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and {b1, b2, ..., bm} may have some members in common. Let the union
of these two sets be {c1, c2, ..., cl}. Then ` ≤ m+ n, and

x = u1c1 + u2c2 + · · ·+ u`c`

y = v1c1 + v2c2 + · · ·+ v`c`,

where u1, u2, ..., u`, v1, v2, ..., v` are rational numbers, several of which
may be zero. Now

x+ y = (u1 + v1)c1 + (u2 + v2)c2 + · · ·+ (u` + v`)c`

and

f(x+ y) = f( (u1 + v1)c1 + (u2 + v2)c2 + · · ·+ (u` + v`)c` )
= (u1 + v1) g(c1) + (u2 + v2) g(c2) + · · ·+ (u` + v`) g(c`)
= [ (u1g(c1) + u2g(c2) + · · ·+ u`g(c`) ]

+ [ (v1g(c1) + v2g(c2) + · · ·+ v`g(c`) ]
= f(x) + f(y).

Hence f is additive on the set of real numbers R and the proof of the
theorem is now complete.

With the help of a Hamel basis, next we construct a non-linear ad-
ditive function. Let B be a Hamel basis for the set of real numbers R.
Let b ∈ B be any element of B. Define

g(x) =

{
0 if x ∈ B \ {b}
1 if x = b.

By Theorem 1.7, there exists an additive function f : R → R with
f(x) = g(x) for each x ∈ B. Note that this f cannot be linear since for
x ∈ B and x 6= b, we have

0 =
f(x)
x
6= f(b)

b
.

Therefore f is a non-linear additive function.

We end this section with the following remark.

Remark 1.1. No concrete example of a Hamel basis for R is known; we
only know that it exists. The graph of a discontinuous additive function
on R is not easy to draw as the set { f(x) |x ∈ R } is dense in R.
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1.5 Other Criteria for Linearity

We have seen that the graph of a non-linear additive function f is
dense in the plane. That is, every circle contains a point (x, y) such
that y = f(x). We have also seen that an additive function f becomes
linear when one imposes continuity on f . One can weaken this continuity
condition to continuity at a point and still get f to be linear. In this
section, we present some other mild regularity conditions that force an
additive function to be linear.

Theorem 1.8. If a real additive function f is either bounded from one
side or monotonic, then it is linear.

Proof. Suppose f is not linear. Then by Theorem 1.5, the graph of f is
dense in the plane. Since f is bounded from the above, for some constant
M the additive function f satisfies

f(x) ≤M, x ∈ R,

and the graph of f avoids the set A = { (x, y) ∈ R2 | y = f(x) > M }.
Therefore it cannot be dense on the plane which is a contradiction. Hence
contrary to our assumption, f is linear. The rest of the theorem can be
established in a similar manner. Now the proof is complete.

Remark 1.2. Note that since f is bounded on R and f is linear, there-
fore f(x) = 0 for all x ∈ R. To see this, suppose xo is a number such
that f(xo) 6= 0. By an easy induction, we have f(nxo) = n f(xo) for all
n ∈ N. We can make |n f(xo)| as large as we please by increasing n,
which would contradict the boundedness of f(x). Therefore f(x) = 0 for
all x ∈ R.

In the next theorem we do not assume that f is bounded on R; rather
we assume f is bounded on a closed interval [a, b] for a, b ∈ R.

The proof of the following theorem is based on Young (1958).

Theorem 1.9. If a real additive function f is bounded on an interval
[a, b], then it is linear; that is, there exists a constant c such that f(x) =
cx for all x ∈ R.

Proof. Suppose f : R → R is an additive function and bounded on an
interval [a, b]. We show first that f(x) is bounded on the interval [0, b−a].
Since f(x) is bounded on [a, b], there exists a positive number M such
that

|f(y)| < M
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for all y ∈ [a, b]. If x ∈ [0, b− a], then x+ a ∈ [a, b], so that from

f(x) = f(x+ a)− f(a)

we obtain
|f(x)| < M + f(a).

If we call α = b − a, then f(x) is bounded on [0, α]. Suppose m = f(α)
α

and let φ(x) = f(x)− c x. Then φ satisfies

φ(x+ y) = f(x+ y)− c(x+ y)
= f(x) + f(y)− c x− c y
= f(x)− c x+ f(y)− c y
= φ(x) + φ(y),

and we have φ(α) = f(α) − cα = 0. It follows that φ(x) is periodic of
period α, for

φ(x+ α) = φ(x) + φ(α) = φ(x)

for all x ∈ R. Further, as the difference of two functions bounded on
[0, α], the function φ(x) is bounded on [0, α]. Since φ(x) is periodic of
period α, it is bounded on R. Thus φ(x) is an additive function which
is bounded on R. Hence by previous remark, φ(x) = 0 for all x ∈ R, or
f(x) = c x. This completes the proof of the theorem.

Definition 1.7. A function f is said to be multiplicative if and only if
f(xy) = f(x)f(y) for all numbers x and y.

Theorem 1.10. If an additive function f is also multiplicative, then it
is linear.

Proof. For any positive number x,

f(x) = f
(√
x ·
√
x
)

= f
(√
x
)
· f
(√
x
)

=
[
f
(√
x
) ]2 ≥ 0.

Therefore f is bounded from below, and hence by Theorem 1.8, we see
that f is linear. This completes the proof.

Actually, if f is a nonzero function, then f(x) = x. Indeed, since
f(x) = cx,

cxy = cx cy;

that is, c2 = c. Then f(x) = 0 or f(x) = x.
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Remark 1.3. From what we have studied so far, continuous, monotonic
or measurable solutions f : R → R of the additive Cauchy functional
equation are always of the form f(x) = cx, where c is an arbitrary real
constant. Thus they are analytic. We have also seen that the additive
Cauchy functional equation has non-regular solutions. This is due to the
fact that the general solution of the additive Cauchy functional equation
can be prescribed arbitrarily on a fixed Hamel base and can be extended
to R in a unique way. Therefore we have the following alternative: The
solutions of the additive Cauchy functional equation are very regular
(in this case, analytic) or very irregular (in this case, nowhere contin-
uous, nonmonotonic on any proper interval, nonmeasurable). A similar
alternative can be stated for many functional equations. Typically one
assumes weak regularity properties of the unknown functions (such as
measurability, Baire property, monotonicity, continuity) and using the
functional equation derives higher order regularity properties. Results of
this kind are called regularity theorems for functional equations and Jarai
(2005) provides an excellent account of such results.

1.6 Additive Functions on the Complex Plane

In this section, we present some results concerning additive complex-
valued functions on the complex plane. The formal definition of complex
numbers was given by William Hamilton.

Definition 1.8. The complex number system C is the set of ordered
pairs of real numbers (x, y) with addition and multiplication defined by

(x, y) + (u, v) = (x+ u, y + v)
(x, y)(u, v) = (xu− yv, xv + yu)

for all x, y, u, v ∈ R.

Thinking of a real number as either x or (x, 0) and letting i denote the
purely imaginary number (0, 1), we can rewrite the following expression

(x, y) = (x, 0) + (0, 1) (y, 0)

as
(x, y) = x+ iy.

If we denote the left side of the above representation by z, then we have
z = x+ iy. The real number x is called the real part of z and is denoted



Additive Cauchy Functional Equation 17

by Re z. Similarly, the real number y is called the imaginary part of z
and is denoted by Imz. If z is a complex number of the form x+iy, then
the complex number x − iy is called the conjugate of z and is denoted
by z.

An arbitrary function f : C→ C can be written as

f(z) = f1(z) + i f2(z), (1.9)

where f1 : C→ R and f2 : C→ R are given by

f1(z) = Re f(z) and f2(z) = Imf(z). (1.10)

If f is additive, then by (1.9) and (1.10) we have

f1(z1 + z2) = Re f(z1 + z2)
= Re [ f(z1) + f(z2) ]
= Re f(z1) +Re f(z2) = f1(z1) + f1(z2),

and

f2(z1 + z2) = Imf(z1 + z2)
= Im [ f(z1) + f(z2) ]
= Imf(z1) + Imf(z2) = f2(z1) + f2(z2).

Theorem 1.11. If f : C → C is additive, then there exist additive
functions fkj : R→ R (k, j = 1, 2) such that

f(z) = f11 (Re z) + f12 (Imz) + i f21 (Re z) + i f22 (Imz) .

Proof. By (1.9), we obtain

f(z) = f1(z) + if2(z),

where f1 : C → R and f2 : C → R are real-valued functions on the
complex plane. Since f is an additive function, f1 and f2 are also additive
functions. Since the functions f1 and f2 can be considered as functions
from R2 into R, applying Theorem 3.2, we have the asserted result.

Our next theorem concerns the form of complex-valued continuous
additive functions on the complex plane.

Theorem 1.12. If f : C → C is a continuous additive function, then
there exist complex constants c1 and c2 such that

f(z) = c1 z + c2 z, (1.11)

where z denotes the complex conjugate of z.
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Proof. Since f is additive, by Theorem 1.11, we get

f(z) = f11 (Re z) + f12 (Imz) + i f21 (Re z) + i f22 (Imz) ,

where fkj : R→ R (k, j = 1, 2) are real-valued additive functions on the
reals. The continuity of f implies the continuity of each function fkj and
hence

fkj(x) = ckj x,

where ckj (k, j = 1, 2) are real constants. Thus, using the form of f(z)
and the form of fkj , we get

f(z) = c11Re z + c12Imz + i c21Re z + i c22Imz

= ( c11 + ic21 )Re z + ( c12 + ic22 )Imz

= aRe z + b Imz where a = c11 + ic21, b = c12 + ic22

= aRe z − i (bi) Imz

=
a+ bi

2
Re z +

a− bi
2

Re z − a+ bi

2
i Im z +

a− bi
2

i Im z

=
a− bi

2
Re z +

a− bi
2

i Im z +
a+ bi

2
Re z − a+ bi

2
i Im z

=
a− bi

2
(Re z + i Im z ) +

a+ bi

2
(Re z − i Im z )

=
a− bi

2
z +

a+ bi

2
z

= c1 z + c2 z,

where c1 = a−bi
2 and c2 = a+bi

2 are complex constants. This completes
the proof of the theorem.

Note that unlike the real-valued continuous additive functions on
the reals, the complex-valued continuous additive functions on the com-
plex plane are not linear. The linearity can be restored if one assumes
a stronger regularity condition such as analyticity or differentiability
instead of continuity.

Definition 1.9. A function f : C→ C is said to be analytic if and only
if f is differentiable on C.

Theorem 1.13. If f : C → C is an analytic additive function, then
there exists complex constant c such that

f(z) = c z;

that is, f is linear.



Additive Cauchy Functional Equation 19

Proof. Since f is analytic, it is differentiable. Differentiating

f(z1 + z2) = f(z1) + f(z2) (1.12)

with respect to z1, we get

f ′(z1 + z2) = f ′(z1)

for all z1 and z2 in C. Hence, letting z1 = 0 and z2 = z, we get

f ′(z) = c,

where c = f ′(0) is a complex constant. From the above, we see that

f(z) = cz + b,

where b is a complex constant. Inserting this form of f(z) into (1.12),
we obtain b = 0 and hence the asserted solution follows. This completes
the proof of the theorem.

We close this section with the following remark.

Remark 1.4. It is surprising that Theorem 1.10 fails for complex-valued
functions on the complex plane. It is well known that there is a discontin-
uous automorphism of the complex plane (see Kamke (1927)). An auto-
morphism is a map that is one-to-one, onto, additive and multiplicative
on C.

1.7 Concluding Remarks

Cauchy (1821) proved that every continuous additive function f :
R→ R is linear, that is, of the form f(x) = mx, where m is an arbitrary
constant. Darboux (1875) showed that a real additive function which
is continuous at a point is linear. It is also known that every locally
integrable real additive function is linear. Young (1958) demonstrated
that if a real additive function is bounded on a closed interval, then
it is linear. The proof of these results we have seen in this chapter.
Banach (1920) and also Sirerpiński (1920) proved that every Lebesgue
measurable additive function is also linear. Ostrowski (1929) and again
Kestelman (1948) showed that if a real additive function is bounded from
above or below on a set of positive measure, then it is linear. Answering
a question of Erdös (1960), Jurkat (1965) proved that if f(x) is a real
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valued function defined for almost all real x and f satisfies f(x + y) =
f(x) + f(y) for almost all pairs (x, y) in the senses of plane (Lebesgue)
measure, then there exists a real valued function F (x) which coincides
with f(x) for almost all x in the sense of linear (Lebesgue) measure.
From this result one can show that if f satisfies f(x+ y) = f(x) + f(y)
for almost all pairs (x, y) and is also measurable or only bounded from
below on a set of positive measure, then f(x) = mx for almost all x in R.
The above mentioned Erdös problem was also solved by de Bruijn (1967).
I. Halperin asked about finding all additive real functions f which are of
the form f(x−1) = x−2f(x) for all nonzero reals. Jurkat (1965) proved
that every real additive function f(x) that satisfies f(x−1) = x−2 f(x)
for all x ∈ R \ {0} is linear.

For many years the existence of discontinuous additive functions was
an open problem. Mathematicians could neither prove that every addi-
tive function is continuous nor exhibit an example of a discontinuous
additive function. It was the German mathematician G. Hamel in 1905
who first succeeded in proving that there exist discontinuous additive
functions. Hamel (1905) proved that if f(x) is an additive function not
of the form f(x) = mx, then the graph of f has a point in every neigh-
borhood of every point in the plane R2. The proof of Hamel uses the
axiom of choice. Hewitt and Zuckerman (1969) gave a simple proof of this
result avoiding the axiom of choice. Hamel constructed a discontinuous
additive function using a Hamel basis for R. Jones (1942) demonstrated
the existence of a discontinuous additive function whose graph is con-
nected in the topological sense.

The additive Cauchy functional equation f(x + y) = f(x) + f(y)
has a natural generalization: f(x + y) = F (f(x), f(y)) where F (u, v)
is a known function. Aczél has proved that f(x + y) = F (f(x), f(y))
has a continuous and strictly monotonic solution if and only if the
function F (x, y) is continuous and strictly monotonic with respect to
each variable and satisfies the condition F (F (x, y), z) = F (x, F (y, z))
(see Aczél (1966)). The above equation can be furthered generalized to
f(ax + by + c) = F (f(x), f(y)), where F (u, v) is a known function and
a, b, c are real constants such that ab 6= 0.

We conclude this section by giving an example of a simple looking
functional equations whose general solution is not known. This and some
additional problems were posed in Sahoo (1995). The first problem is
the following: Find all functions f : (0, 1)→ R satisfying the functional
equation

f(xy) + f(x(1− y)) + f(y(1− x)) + f((1− x)(1− y)) = 0 (1.13)

for all x, y ∈ (0, 1). This problem was stated as an open problem
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in Ebanks, Sahoo and Sander (1990). It should be noted that if
f(x) = 4A(x)−A(1), where A is an additive function on the reals, then
it satisfies the functional equation (1.13). If f is assumed to be contin-
uous (or measurable), then Daróczy and Jarai (1979) have shown that
f(x) = 4ax−a, where a is an arbitrary constant. Recently, Maksa (1993)
posed the following problem at the Thirtieth International Symposium
on Functional Equations: Find all functions f : [0, 1]→ R satisfying the
functional equation

(1− x− y)f(xy) = xf(y(1− x)) + yf(x(1− y)) (1.14)

for all x, y ∈ [0, 1]. One can easily show that if f is a solution of (1.14),
then f is skew symmetric about 1

2 , that is, f(x) = −f(1 − x), and
f(0) = 0. Further, it is easy to note that Maksa’s equation (1.14) implies
equation (1.13). To see this, replace x by 1 − x in (1.14) and add the
resulting equation to (1.14) to obtain

y [ f(xy) + f(x(1− y)) + f(y(1− x)) + f((1− x)(1− y)) ] = 0

for all x, y ∈ (0, 1]. Since f(0) = 0, the above equation yields (1.13) for all
x, y ∈ [0, 1]. Thus, the general solution of (1.13) will provide the general
solution of (1.14). Utilizing the solution of the equation (1.13) given by
Daróczy and Jarai (1979), it is easy to show that if f is continuous (or
measurable or almost open), then all solutions of (1.14) are of the form
f(x) = 0 for all x ∈ R.

Now at the first sight the above functional equations, (1.13) seems
harmless – it looks as though anyone could solve it, but nobody has
succeeded in finding all solutions of this equation.

1.8 Exercises

1. Show that any monotonic function f : R → R satisfies the additive
Cauchy functional equation if and only if f(x) = cx for every x ∈ R,
where c is a non-zero real constant.

2. If f : R→ R is a solution of the additive Cauchy functional equation,
then show that f is either everywhere or nowhere zero.

3. Determine all twice differentiable solutions f : (0, 1) → R of the
fundamental equation of information

f(1− x) + (1− x)f
(

y

1− x

)
= f(1− y) + (1− y)f

(
x

1− y

)
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for all x, y ∈ (0, 1).

4. Determine all differentiable solutions f : R → R of the functional
equation

f(x+ y − xy) + f(xy) = f(x) + f(y)

for all x, y ∈ R.

5. Using induction, determine all functions f : Q → Q that satisfy the
functional equation

f(xy) + f(x+ y) = f(x) f(y) + 1 ∀x, y ∈ Q.

6. Determine all functions f : R→ R that satisfy the functional equation

f(x+ y) + f(z) = f(x) + f(y + z)

for all x, y, z ∈ R.

7. Determine all functions f : R→ R that satisfy the functional equation

f(x+ y) = f(x) + f(y) + xy

for all x, y ∈ R.

8. Let f : R→ R be a solution of the additive Cauchy functional equa-
tion such that f(R) = R. Prove that f either is one-to-one or has the
intermediate value property.

9. Let f : R→ R be a solution of the additive Cauchy functional equa-
tion which is not one-to-one. Prove that for every y ∈ f(R), the set
f−1(y) is dense in R.

10. Determine all functions f : R → R that satisfy the Lobačevskii
functional equation

f(x+ y) f(x− y) = f(x)2 ∀x, y ∈ R.

11. By reducing the functional equation

f

(
x+ y

2

)2

= f(x) f(y) ∀x, y ∈ R

to the additive Cauchy functional equation, find its general continuous
solution.
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12. Let R0 = R r {0}. Suppose f and g 6= 0 are two solutions of the
additive Cauchy functional equation. Suppose there exists n ∈ Z with
n 6= 0,−1 and a continuous function ψ : R0 → R such that

g(x) = ψ(x) f
(
x−n

)
for all x ∈ R0. Then prove that ψ(x) = c xn+1, where c is a real constant.

13. Let f : R → R be a solution of the additive Cauchy functional
equation satisfying the condition

f(x) = x2f(1/x) ∀x ∈ R r {0}.

Then show that f(x) = cx, where c is an arbitrary constant.

14. Let n ∈ N (the set of natural numbers) with n > 1. Determine all
functions f : R→ R that satisfy the functional equation

f(x+ yn) = f(x) + f(y)n

for all x, y ∈ R.

15. Let α and a be real numbers with a > 0. Find all functions that
satisfy the functional equation

f(x+ y) = f(x) + f(y) + α (1− ax)(1− ay)

for all x, y ∈ R.

16. Determine all functions f : R→ R that satisfy the functional equa-
tion

f(ax+ by + c) = αf(x) + βf(y) + γ ∀x, y ∈ R,

where a, b, c, α, β, γ are apriori chosen real numbers satisfying abαβ 6= 0.

17. Let f : R→ R be a solution of the functional equation

|f(x+ y)| = |f(x)|+ |f(y)| ∀x, y ∈ R.

Then show that f is an additive function; that is, f satisfies the additive
Cauchy functional equation.





Chapter 2

Remaining Cauchy Functional
Equations

2.1 Introduction

In Chapter 5 of his book Cours d’Analyse, A. L. Cauchy (1821) also
studied three other functional equations, namely,

f(x+ y) = f(x)f(y), (2.1)

f(xy) = f(x) + f(y) (2.2)

and
f(xy) = f(x)f(y) (2.3)

besides the additive Cauchy functional equation

f(x+ y) = f(x) + f(y) (2.4)

for all x, y ∈ R. This chapter is devoted to solving these three Cauchy
functional equations. The general solution of each of these functional
equations is determined in terms of the additive function. Finally, using
the general solution, the continuous solution is provided for each of these
functional equations.

2.2 Solution of the Exponential Cauchy Equation

In this section, we determine the general solution of the exponential
Cauchy functional equation (2.1) without assuming any regularity condi-
tion such as continuity, boundedness or differentiability on the unknown
function f .

25
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Theorem 2.1. If the functional equation (2.1), that is,

f(x+ y) = f(x)f(y),

holds for all real numbers x and y, then the general solution of (2.1) is
given by

f(x) = eA(x) and f(x) = 0 ∀x ∈ R, (2.5)

where A : R→ R is an additive function and e is the Napierian base of
logarithm.

Proof. It is easy to see that f(x) = 0 for all x ∈ R is a solution of (2.1).
Hence from now on we suppose that f(x) is not identically zero. We
claim that f(x) is nowhere zero. Suppose not. Then there exists a yo
such that f(yo) = 0. From (2.1), we get

f(y) = f((y − yo) + yo)
= f(y − yo) f(yo) = 0

for all y ∈ R. This is a contradiction to our assumption that f(x) is not
identically zero. Hence f(x) is nowhere zero.

Letting x = t
2 = y in (2.1), we see that

f(t) = f

(
t

2

)2

for all t ∈ R. Hence f(x) is a strictly positive. Now taking natural
logarithm of both sides of (2.1), we obtain

ln f(x+ y) = ln f(x) + ln f(y).

Defining A : R→ R by A(x) = ln f(x), we have

A(x+ y) = A(x) +A(y). (2.6)

Hence we have the asserted solution f(x) = eA(x) and the proof is now
complete.

The following corollary is obvious from the above theorem.

Corollary 2.1. If the functional equation (2.1), that is, f(x + y) =
f(x)f(y), holds for all real numbers x and y, then the general continuous
solution of (2.1) is given by

f(x) = ec x and f(x) = 0 ∀x ∈ R, (2.7)

where c is an arbitrary real constant.
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The following definition will be useful in later chapters.

Definition 2.1. A function f : R → R is called a (real-valued) real
exponential function if it satisfies f(x+ y) = f(x) f(y) for all x, y ∈ R.

Let n be a positive integer. Suppose the functional equation

f(x+ y + nxy) = f(x) f(y) (2.8)

holds for all reals x > − 1
n and all y > − 1

n . When n→ 0, the functional
equation (2.8) reduces to the exponential Cauchy functional equation.
This equation was studied by Thielman (1949).

Theorem 2.2. Every solution f of the functional equation (2.8) holding
for all reals x > − 1

n and all y > − 1
n is of the form

f(x) = 0 or f(x) = eA( ln(1+nx) ), (2.9)

where A : R→ R is an additive function.

Proof. We write the functional equation (2.8) as

f

(
(1 + nx)(1 + ny)− 1

n

)
= f(x) f(y). (2.10)

Next we define 1 + nx = eu and 1 + ny = ev so that u = ln(1 + nx) and
v = ln(1 + ny). Now rewriting (2.10), we obtain

f

(
eu+v − 1

n

)
= f

(
eu − 1
n

)
f

(
ev − 1
n

)
(2.11)

for all u, v ∈ R. Letting

φ(u) = f

(
eu − 1
n

)
(2.12)

in (2.11), we have
φ(u+ v) = φ(u)φ(v) (2.13)

for all u, v ∈ R. Hence by Theorem 2.1, we have

φ(x) = eA(x) or φ(x) = 0 ∀x ∈ R, (2.14)

where A : R→ R is an additive function and e is the Napierian base of
logarithm. Therefore from (2.12) and (2.14), we obtain

f(x) = 0 or f(x) = eA( ln(1+nx) ),

where A : R → R is an additive function. The proof of the theorem is
now complete.
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The following corollary is obvious.

Corollary 2.2. Every continuous solution f of the functional equation
(2.8) holding for all reals x > − 1

n and all y > − 1
n is of the form

f(x) = 0 or f(x) = (1 + nx)k, (2.15)

where k is an arbitrary constant.

2.3 Solution of the Logarithmic Cauchy Equation

Now we consider the second Cauchy functional equation (2.2). This
functional equation is known as the logarithmic Cauchy equation.

Theorem 2.3. If the functional equation (2.2), that is,

f(xy) = f(x) + f(y),

holds for all x, y ∈ R \ {0}, then the general solution of (2.2) is given by

f(x) = A(ln |x|) ∀x ∈ R \ {0}, (2.16)

where A is an additive function.

Proof. First we substitute x = t and y = t in (2.2) to get

f(t2) = 2f(t).

Similarly, letting x = −t and y = −t in (2.2), we have

f(t2) = 2f(−t).

Hence we see that

f(t) = f(−t) ∀t ∈ R \ {0}. (2.17)

Next, suppose the functional equation (2.2) holds for all x > 0 and
y > 0. Let

x = es and y = et (2.18)

so that
s = lnx and t = ln y. (2.19)



Remaining Cauchy Functional Equations 29

Note that s, t ∈ R since x, y ∈ R+ where R+ = {x ∈ R |x > 0}. Substi-
tuting (2.18) into (2.2), we obtain

f(es+t) = f(es) + f(et).

Defining
A(s) = f(es) (2.20)

and using the last equation we have

A(s+ t) = A(s) +A(t)

for all s, t ∈ R. Hence from (2.20) we have

f(x) = A(lnx) ∀x ∈ R+. (2.21)

Since f(t) = f(−t), we see that the general solution of (2.2) is

f(x) = A(ln |x|) ∀x ∈ R \ {0}

and the proof is now complete.

The following corollaries are consequences of the last theorem.

Corollary 2.3. The general solution of the functional equation (2.2),
that is, f(xy) = f(x) + f(y), holding for all x, y ∈ R+ is given by

f(x) = A(lnx), (2.22)

where A : R→ R is an additive function.

The following result is also trivial.

Corollary 2.4. The general solution of the functional equation (2.2)
holding for all x, y ∈ R is given by

f(x) = 0 ∀x ∈ R. (2.23)

Proof. Substitute y = 0 in (2.2) to get f(0) = f(x) + f(0) and hence we
have the asserted solution.

Corollary 2.5. The general continuous solution of the functional equa-
tion (2.2), that is, f(xy) = f(x) + f(y), holding for all x, y ∈ R \ {0} is
given by

f(x) = c ln |x| ∀x ∈ R \ {0}, (2.24)

where c is an arbitrary real constant.

Definition 2.2. A function f : R+ → R is called a logarithmic function
if it satisfies f(xy) = f(x) + f(y) for all x, y ∈ R+.
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2.4 Solution of the Multiplicative Cauchy Equation

Now we treat the last Cauchy equation (2.3). This equation is the
most complicated of the three equations considered in this chapter. In
the following theorem we need the notion of the signum function. The
signum function is denoted by sgn (x) and defined as

sgn (x) =


1 if x > 0
0 if x = 0
−1 if x < 0.

(2.25)

Theorem 2.4. The general solution of the multiplicative functional
equation (2.3), that is,

f(xy) = f(x)f(y),

holding for all x, y ∈ R is given by

f(x) = 0, (2.26)
f(x) = 1, (2.27)

f(x) = eA(ln |x|) |sgn(x)|, (2.28)

and
f(x) = eA(ln |x|) sgn(x), (2.29)

where A : R→ R is an additive function and e is the Napierian base of
logarithm.

Proof. Letting x = 0 = y in (2.3), we obtain f(0)[1 − f(0)] = 0 and
hence either

f(0) = 0 or f(0) = 1. (2.30)

Similarly, substituting x = 1 = y in (2.3), we have f(1)[1 − f(1)] = 0
and hence either

f(1) = 0 or f(1) = 1. (2.31)

Let x be a positive real number, that is x > 0. Then (2.3) implies

f(x) = f(
√
x)2 ≥ 0. (2.32)

Suppose there exists an x0 ∈ R, x0 6= 0 such that f(x0) = 0. Let x ∈ R
be an arbitrary real number. Then from (2.3) we have

f(x) = f

(
x0

x

x0

)
= f(x0) f

(
x

x0

)
= 0

for all x ∈ R and we obtain the solution (2.26).
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From now on we suppose that f(x) 6= 0 for all x ∈ R \ {0}.

From (2.30) we have either f(0) = 0 or f(0) = 1. If f(0) = 1, then
letting y = 0 in (2.3), we obtain

f(0) = f(x) f(0)

and hence
f(x) = 1.

for all x ∈ R. Thus we have the asserted solution (2.27).

Next we consider the case f(0) = 0. In this case we claim that f is
nowhere zero in R \ {0}. Suppose not. Then there exists a yo in R \ {0}
such that f(yo) = 0. Letting y = yo in (2.3), we have

f(xyo) = f(x)f(yo) = 0.

Hence
f(x) = 0 ∀x ∈ R \ {0}

which is a contradiction to our assumption that f is not identically zero.
Thus f is nowhere zero in R \ {0}.

From the fact that f is nowhere zero in R \ {0} and (2.32), we have

f(x) > 0 for x > 0. (2.33)

Let
x = es and y = et (2.34)

so that
s = lnx and t = ln y. (2.35)

Note that s, t ∈ R since x, y ∈ R+. Substituting (2.34) into (2.3), we
obtain

f(es+t) = f(es)f(et).

Since f(t) > 0 for all t > 0, taking the natural logarithm of both sides
of the last equation, we have

A(s+ t) = A(s) +A(t),

where
A(s) = ln f(es) ∀s ∈ R. (2.36)

Thus A is an additive function. From (2.36)and (2.35), we obtain

f(x) = eA(ln |x|) ∀x ∈ R+. (2.37)
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From (2.31) we see that either f(1) = 0 or f(1) = 1. If f(1) = 0,
then letting y = 1 in (2.3), we obtain

f(x) = 0 ∀x ∈ R \ {0}

contrary to our assumption that f is not identically zero on R \ {0}.
Hence f(1) = 1. Now letting x = −1 = y in (2.3), we get f(1) = f(−1)2

and hence
f(−1) = 1 or f(−1) = −1. (2.38)

If f(−1) = 1, then letting y = −1 in (2.3), we have

f(−x) = f(x)f(−1) = f(x)

for all x ∈ R \ {0}. Thus (2.37) yields

f(x) = eA(ln |x|)

for all x ∈ R \ {0}. Since f(0) = 0, we have

f(x) =

{
eA(ln |x|) if x ∈ R \ {0}
0 if x = 0

which is the asserted solution (2.28).

If f(−1) = −1, then letting y = −1 in (2.3), we have

f(−x) = f(x)f(−1) = −f(x)

for all x ∈ R \ {0}. Hence (2.37) yields

f(x) =

{
eA(ln |x|) if x > 0
−eA(ln |x|) if x < 0

for all x ∈ R \ {0}. Together with the fact that f(0) = 0, we have

f(x) =


eA(ln |x|) if x > 0
0 if x = 0
−eA(ln |x|) if x < 0

which is the asserted solution (2.29). Now the proof of the theorem is
complete.

By virtue of the above theorem we have the following corollary.
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Corollary 2.6. The general continuous solution of the functional equa-
tion (2.3), that is, f(xy) = f(x)f(y), holding for all x, y ∈ R is given
by

f(x) = 0, (2.39)
f(x) = 1, (2.40)

f(x) = |x|α, (2.41)

and
f(x) = |x|α sgn(x), (2.42)

where α is an arbitrary positive real constant.

Proof. By Theorem 2.4 either f = 0, or f = 1, or f has the form (2.28)
or (2.29), where A : R→ R is an additive function. Since f is continuous
and

A(t) = ln f(et),

A is also continuous on R. Therefore

A(t) = α t,

where α ∈ R is an arbitrary constant. Hence from (2.28) and (2.29), we
get

f(x) = |x|α

and
f(x) = |x|α sgn (x),

respectively. The only thing remaining to be shown is α > 0. If we had
α = 0, then (2.41) will yield f(x) = 1 for x 6= 0, and by continuity of
f we must have f(0) = 1. Hence we will have f = 1, already listed in
(2.40). Formula (2.42) with α = 0 yields

f(x) = 1 for x > 0

and
f(x) = −1 for x < 0

and thus f cannot be continuous. Similarly if α < 0, then f given by
(2.41) and (2.42) satisfies

lim
x→0+

f(x) =∞

and hence cannot be continuous at 0. Now the proof of the corollary is
complete.

Definition 2.3. A function f : R→ R is called a multiplicative function
if it satisfies f(xy) = f(x) f(y) for all x, y ∈ R.
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2.5 Concluding Remarks

In Chapter 1, we proved that if f : C → C is a continuous additive
function, then there exist complex constants c1 and c2 such that

f(z) = c1 z + c2 z

where z denotes the complex conjugate of z. Note that unlike the real-
valued continuous additive functions on the reals, the complex-valued
continuous additive functions on the complex plane are not linear. The
linearity can be restored if one assumes a stronger regularity condition
such as analyticity or differentiability instead of continuity. Abel (1826)
investigated the exponential functional equation f(x+y) = f(x)f(y) for
complex function f of complex variable to prove the Newton’s binomial
series, namely

∞∑
k=0

(
m

k

)
zk = (1 + z)m

(see Aczél (1989)).

The real-valued continuous nontrivial exponential function on R is
always of the form f(x) = ekx, where k is an arbitrary constant. The
continuous nontrivial complex solution of the exponential functional
equation is of the form f(z) = ec1z+c2z̄, where c1, c2 are complex con-
stants. A real-valued rational exponential function f is always of the
form f(x) = ekx, where k = ln f(1). However, even on the set of rational
numbers, Q, the complex-valued exponential function is not of the form
f(x) = ekx. Dharmadhikari (1965) proved that every nontrivial solution
f : Q→ C of the exponential Cauchy functional equation is of the form

f(x) = ekx+2πixα(n) (2.43)

for every rational x = m
n , where α(n) ∈ Z and satisfies 0 ≤ α(n) < n for

n ≥ 2 and n divides α(kn)− α(n) for all k and n in Z+.

Let (G,⊕) and (H,⊗) be two arbitrary groups and let f : G → H
be a mapping from the group G into group H. Then the four Cauchy
functional equations can be expressed as f(x⊕ y) = f(x)⊗ f(y) for all
x, y ∈ G. The function f : G→ H satisfying the above equation is called
a homomorphism from group G into group H.

Let Gn =
{
x ∈ R |x > − 1

n , n > 0
}

and ⊕ be a binary operation
in Gn defined as x ⊕ y = x + y + nxy. Then (Gn,⊕) is a subgroup of
group (G,⊕), where G =

{
x ∈ R |x 6= − 1

n

}
. Nath and Madaan (1976)

have studied functional equations of the type f(x ⊕ y) = g(x)h(y) for
all x, y ∈ (Gn,⊕).
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We close this section with a brief discussion on the following recent
developments about the logarithmic Cauchy functional equation

f(xy) = f(x) + f(y) ∀x, y ∈ (0,∞).

In 1999, Heuvers studied the functional equation

f(x+ y)− f(x)− f(y) = f

(
1
x

+
1
y

)
(2.44)

for all x, y ∈ (0,∞) and showed that this functional equation (2.44) is
equivalent to the logarithmic Cauchy functional equation. Heuvers and
Kannappan (2005) found another functional equation

f(x+ y)− f(xy) = f

(
1
x

+
1
y

)
(2.45)

for all x, y ∈ (0,∞) and proved that it is also equivalent to the loga-
rithmic Cauchy functional equation. The Pexider generalization of the
functional equation (2.45) is the following:

f(x+ y)− g(xy) = h

(
1
x

+
1
y

)
, ∀x, y ∈ (0,∞), (2.46)

where f, g, h : (0,∞)→ R are real-valued functions on the set of positive
reals. They proved the following theorem.

Theorem 2.5. The general solution of (2.46) is given by

f(x) = L(x) + a, g(x) = L(x) + b, h(x) = L(x) + a− b,

where L : (0,∞) → R is a logarithmic function and a, b are arbitrary
real constants.

The Pexider generalization of the functional equation (2.44) is the
functional equation

f(x+ y)− g(x)− h(y) = k

(
1
x

+
1
y

)
, ∀x, y ∈ (0,∞), (2.47)

where f, g, h, k : (0,∞)→ R are real-valued functions on the set of pos-
itive reals. Heuvers and Kannappan (2005) determined the twice differ-
entiable solution of the functional equation (2.47). A particular solution
of (2.47) is the following:

f(x) = L(x) +A(x) + c1,

g(x) = L(x) +A(x)−A1(1/x) + c1 + c3,

h(x) = L(x) +A(x)−A1(1/x)− c2 − c3,
k(x) = L(x) +A1(x) + c2,
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where L : (0,∞) → R is a logarithmic function, A,A1 : R → R are
additive functions, and c1, c2, c3 are arbitrary real constants. The most
general solution of (2.47) without any regularity assumption on the un-
known functions f, g, h, k is an open problem.

2.6 Exercises

1. Find all continuous functions f : R → R that satisfy the functional
equation

f(xy) = y f(x) + x f(y)

for all a, y ∈ R r {0}.

2. If f : R → R is a solution of the exponential Cauchy functional
equation

f(x+ y) = f(x) f(y) ∀x, y ∈ R,

then show that f is either everywhere or nowhere zero.

3. Determine all functions f : R→ R that satisfy the functional equation

f(x+ y) = f(x) + f(y) + λf(x)f(y) ∀x, y ∈ R,

where λ is a real constant.

4. Determine all functions f : R→ R that satisfy the functional equation

f(x+ y) = axy f(x) f(y) ∀x, y ∈ R,

where a is a positive real constant.

5. Determine all functions f : R→ R that satisfy the functional equation

f(
√
x2 + y2 ) = f(x) f(y) ∀x, y ∈ R.

6. Determine all functions f : R→ R that satisfy the functional equation

f(
√
x2 + y2 ) = f(x) + f(y) ∀x, y ∈ R.

7. Find all continuous solutions f : C → C of the complex exponential
functional equation

f(z + w) = f(z) + f(w) ∀ z, w ∈ C.
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8. Find all functions f : R→ R that satisfy the functional equation

[f(x) + f(y)] [f(u) + f(v)] = f(xu− yv) + f(xv + yu)

for all x, y, u, v ∈ R.

9. Determine all functions f : R → R that satisfy the two functional
equations

f(x+ y) = f(x) + f(y) and f(xy) = f(x) f(y)

for all x, y ∈ R.

10. Find all functions f : R→ R that satisfy the functional equation

f(x+ y) + f(x) f(y) = f(xy) + f(x) + f(y)

for all x, y ∈ R.

11. Find all functions f, g : R→ R that satisfy the functional equation

f(x+ y) = f(x) g(y) + f(y)

for all x, y ∈ R.

12. Determine all functions f : R→ R that satisfy the functional equa-
tion

f(x+ y + λxy) = f(x) f(y) ∀x, y ∈ R,

where λ is a real constant.

13. Determine all entire functions f : C→ C that satisfy the functional
equation

|f(s+ it)| = |f(s) f(it)|

for all s, t ∈ R.

14. Determine all entire functions f : C→ C that satisfy the functional
equation

|f(s+ it) f(s− it)| = |f(s)2|

for all s, t ∈ R.

15. Let α, β be nonzero a priori chosen real numbers. Find all functions
f, g, h : (0, 1)→ R that satisfy the functional equation

f(xy) = xαg(y) + yβh(x)

for all x, y ∈ (0, 1).
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16. Find all functions f : (0,∞)→ R that satisfy the Heuvers functional
equation

f(x+ y) = f(x) + f(y) + f(x−1 + y−1)

for all x, y ∈ (0,∞).

17. Find all functions f : (0,∞)→ R that satisfy the functional equation

f(x+ y) = f(x) f(y) f(x−1 + y−1)

for all x, y ∈ (0,∞).

18. Find all functions f : R→ R that satisfy the functional equation

f(x+ y) + f(x) f(y) = f(xy) + f(x) + f(y)

for all x, y ∈ R.

19. Find all functions f : [0,∞)→ R that satisfy the functional equation

f
(
x2 + y2

)
= f

(
x2 − y2

)
+ f(2xy)

for all x, y ∈ [0,∞).

20. Find all functions f : R→ R that satisfy the functional equation

f
(√

x2 + y2 + 1
)

= f(x) + f(y)

for all x, y ∈ R.

21. Find all functions f : R→ R that satisfy the functional equation

f(x+ xy) = f(x) + f(x) f(y)

for all x, y ∈ R.



Chapter 3

Cauchy Equations in Several
Variables

3.1 Introduction

In this chapter, we will show that a real-valued additive function on
Rn can be expressed as a sum of n additive functions of one variable. A
similar result holds for real-valued logarithmic function on Rn with some
appropriate restrictions on the domain. Further, it will be shown that a
real-valued multiplicative function on Rn can be expressed as a product
of n multiplicative functions of one variable. A similar result also holds
for exponential function on Rn.

3.2 Additive Cauchy Equations in Several Variables

The Cauchy functional equation

f(x+ y) = f(x) + f(y), for x, y ∈ R, (CE)

can be generalized to

f(x1 + y1, x2 + y2, . . . , xn + yn) = f(x1, x2, . . . , xn) + f(y1, y2, . . . , yn)

for (x1, x2, . . . , xn) ∈ Rn and (y1, y2, . . . , yn) ∈ Rn. Here f : Rn → R. We
want to find the general solution of this functional equation. To make the
problem easy to understand we take n = 2. Thus our equation reduces
to

f(x1 + y1, x2 + y2) = f(x1, x2) + f(y1, y2) (FE)

for all x1, x2, y1, y2 ∈ R.

39
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Theorem 3.1. The general solution f : R2 → R of the functional equa-
tion (FE) is given by

f(x1, x2) = A1(x1) +A2(x2), (3.1)

where A1, A2 : R→ R are additive.

Proof. Letting x2 = y2 = 0 in (FE), we have

f(x1 + y1, 0) = f(x1, 0) + f(y1, 0). (3.2)

Define A1 : R→ R by
A1(x) = f(x, 0). (3.3)

Then by (3.3), (3.2) reduces to

A1(x1 + y1) = A1(x1) +A1(y1).

Hence A1 : R→ R is an additive function.

Similarly letting x1 = y1 = 0 in (FE), we get

f(0, x2 + y2) = f(0, x2) + f(0, y2).

Defining A2 : R→ R by

A2(x) = f(0, x) (3.4)

we get
A2(x2 + y2) = A2(x2) +A2(y2).

Therefore A2 : R → R is an additive function. Next we substitute in
(FE)

y1 = 0 = x2

to obtain

f(x1, y2) = f(x1, 0) + f(0, y2)
= A1(x1) +A2(y2).

Therefore
f(x, y) = A1(x) +A2(y), for x, y ∈ R,

where A1, A2 : R → R are additive functions on R. The proof is now
complete.

This theorem says that any additive function of two variables on R2

can be decomposed as the sum of two additive functions in one variable.
That is

f(x, y) = A1(x) +A2(y),

where f : R2 → R, and A1, A2 : R→ R.
Theorem 3.1 can also be rephrased as the following theorem.
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Theorem 3.2. If f : R2 → R is additive on the plane R2, then there
exist additive functions A1, A2 : R→ R such that

f(x1, x2) = A1(x1) +A2(x2) (3.5)

for all x1, x2 ∈ R.

The following theorem follows from Theorem 3.2 and Theorem 1.1.

Theorem 3.3. If f : R2 → R is a continuous additive function on the
plane R2, then there exist constants c1, c2 such that

f(x1, x2) = c1 x1 + c2 x2 (3.6)

for all x1, x2 ∈ R.

This result can be furthered strengthen by weakening the continuity
of f : R2 → R.

Lemma 3.1. If an additive function f : R2 → R is continuous with
respect to each variable, then it is continuous.

Proof. Since the function f : R2 → R is additive, by Theorem 3.2, we
have

f(x, y) = A1(x) +A2(y)

for all x, y ∈ R. Since f is continuous with respect to each variable, we
see that A1 and A2 are continuous. Hence

lim
x→xo

A1(x) = A1(xo) and lim
y→yo

A2(y) = A2(yo).

In order to show f is continuous, we compute

lim
(x,y)→(xo,yo)

f(x, y) = lim
(x,y)→(xo,yo)

[A1(x) +A2(y) ]

= lim
x→xo

A1(x) + lim
y→yo

A2(y)

= A1(xo) +A2(yo) = f(xo, yo).

This shows that f is continuous. Now this proof is complete.

Theorem 3.4. If f : R2 → R is an additive function on the plane R2

and continuous in each variable, then there exist constants c1, c2 such
that

f(x1, x2) = c1 x1 + c2 x2 (3.7)

for all x1, x2 ∈ R.

Proof. The proof follows from Theorem 3.3 and Lemma 3.1.
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Theorem 3.1 is also true for general n. That is if f : Rn → R satisfies

f(x1 + y1, x2 + y2, . . . , xn + yn) = f(x1, x2, . . . , xn) + f(y1, y2, . . . , yn)

for all (x1, x2, . . . , xn), (y1, y2, . . . , yn) in Rn, then

f(x1, x2, . . . , xn) =
n∑
k=1

Ak(xk),

where Ak : R→ R (k = 1, 2, ..., n) are additive functions.

The proof of Theorem 3.1 depends primarily on the number 0. Hence,
following Kuczma (1973), we give an alternative proof without the use
of the number 0.

Let a ∈ R be a fixed element and f : R2 → R be additive. Then

f(x, y) = f(x, y) + 2f(a, a)− 2f(a, a)
= f(x+ a+ a, y + a+ a)− 2f(a, a)
= f((x+ a) + a, a+ (y + a))− 2f(a, a)
= f(x+ a, a) + f(a, y + a)− 2f(a, a)
= f(x+ a, a)− f(a, a) + f(a, y + a)− f(a, a)
= A1(x) +A2(y),

where
A1(x) := f(x+ a, a)− f(a, a)

and
A2(y) := f(a, y + a)− f(a, a).

Now we show that A1, A2 are additive functions on R. Consider

A1(x+ y) = f(x+ y + a, a)− f(a, a)
= f(x+ y + a, a) + f(a, a)− 2f(a, a)
= f(x+ y + a+ a, a+ a)− 2f(a, a)
= f(x+ a, a) + f(y + a, a)− 2f(a, a)
= f(x+ a, a)− f(a, a) + f(y + a, a)− f(a, a)
= A1(x) +A1(y).

Hence A1 is additive. Similarly, one can show that

A2(x+ y) = A2(x) +A2(y),

and hence A2 is additive. Thus

f(x, y) = A1(x) +A2(y),

where A1 and A2 are additive functions.
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3.3 Multiplicative Cauchy Equations in Several
Variables

The multiplicative Cauchy functional equation

f(xy) = f(x)f(y), for x, y ∈ R, (ME)

can be generalized to

f(x1y1, x2y2, . . . , xnyn) = f(x1, x2, . . . , xn) f(y1, y2, . . . , yn)

for (x1, x2, . . . , xn) ∈ Rn and (y1, y2, . . . , yn) ∈ Rn. Here f : Rn → R. We
want to find the general solution of this functional equation. To make
the problem easy to understand we take n = 2. Thus the above equation
reduces to

f(x1y1, x2y2) = f(x1, x2) f(y1, y2) (FE1)

for all x1, x2, y1, y2 ∈ R.

Theorem 3.5. The general solution f : R2 → R of the functional equa-
tion

f(x1y1, x2y2) = f(x1, x2) f(y1, y2) (FE1)

is given by
f(x1, x2) = M1(x1)M2(x2), (3.8)

where M1,M2 : R→ R are multiplicative functions.

Proof. Let a ∈ R be a fixed element and f : R2 → R be multiplicative
with f(a, a) 6= 0. Then

f(x, y) = f(x, y) f(a, a) f(a, a) f(a, a)−2

= f(xaa, yaa) f(a, a)−2

= f((xa)a, a(ya)) f(a, a)−2

= f(xa, a) f(a, ya) f(a, a)−2

= f(xa, a) f(a, a)−1 f(a, ya) f(a, a)−1

= M1(x)M2(y),

where
M1(x) := f(xa, a) f(a, a)−1

and
M2(y) := f(a, ya) f(a, a)−1.
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Now we show that M1,M2 are multiplicative functions of R. Consider

M1(xy) = f(xya, a) f(a, a)−1

= f(xya, a) f(a, a) f(a, a)−2

= f(xyaa, aa) f(a, a)−2

= f(xa, a) f(ya, a) f(a, a)−2

= f(xa, a) f(a, a)−1 f(ya, a) f(a, a)−1

= M1(x)M1(y).

Hence M1 is multiplicative. Similarly, one can show that

M2(xy) = M2(x)M2(y)

and hence M2 is multiplicative. Thus

f(x, y) = M1(x)M2(y),

where M1 and M2 are multiplicative functions.

This theorem says that any multiplicative function of two variables
on R2 can be written as a product of two multiplicative functions in one
variable.

This theorem is also true for general n. That is, if f : Rn → R satisfies

f(x1y1, x2y2, . . . , xnyn) = f(x1, x2, . . . , xn) f(y1, y2, . . . , yn)

for all (x1, x2, . . . , xn), (y1, y2, . . . , yn) in Rn, then

f(x1, x2, . . . , xn) =
n∏
k=1

Mk(xk),

where Mk : R→ R (k = 1, 2, ..., n) are multiplicative functions.

3.4 Other Two Cauchy Equations in Several Vari-
ables

In this section, we consider the remaining two Cauchy equations in
several variables. Analogous to Theorem 3.1 and Theorem 3.5, one can
establish the following results.
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Theorem 3.6. The general solution f : R2 → R of the functional equa-
tion

f(x1 + y1, x2 + y2) = f(x1, x2) f(y1, y2) (FE2)

is given by
f(x1, x2) = E1(x1)E2(x2), (3.9)

where E1, E2 : R→ R are exponential functions.

In general every exponential function f : Rn → R can be written as

f(x1, x2, . . . , xn) =
n∏
k=1

Ek(xk),

where Ek : R→ R (k = 1, 2, ..., n) are expenential functions.

Let R0 = {x ∈ R | x 6= 0}. The following theorem says that any
logarithmic function of two variables on R2

0 can be written as a sum of
logarithmic functions in one variable.

Theorem 3.7. The general solution f : R2
0 → R of the functional equa-

tion
f(x1y1, x2y2) = f(x1, x2) + f(y1, y2) (FE3)

is given by
f(x1, x2) = L1(x1) + L2(x2) (3.10)

where L1, L2 : R0 → R are logarithmic functions.

In general every logarithmic function f : Rn0 → R can be written as

f(x1, x2, . . . , xn) =
n∑
k=1

Lk(xk)

where Lk : R0 → R (k = 1, 2, ..., n) are logarithmic functions.

3.5 Concluding Remarks

From the alternative proof of Theorem 3.1, it is clear that Theorem
3.1 also holds on an abelian semigroup. Similarly Theorem 3.5 holds on
an abelian semigroup. Recall that a semigroup S is a set together with
associative binary operation ◦ : S × S → S. Thus a semigroup need not
have an identity element and its elements need not have inverses within
the semigroup.

Kuczma (1973) proved the following result concerning Cauchy func-
tional equation in two variables.
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Theorem 3.8. Let (S,+) be a commutative semigroup and (G,+) be
an abelian group. If f : S2 → G satisfies the functional equation

f(x+ u, y + v) = f(x, y) + f(u, v)

for all x, y, u, v ∈ S, then there exist homomorphisms A1, A2 : S → G
such that

f(x, y) = A1(x) +A2(y)

for all x, y ∈ S.

3.6 Exercises

1. Find all continuous solutions f : C → C of the additive Cauchy
functional equation

f(x+ y) = f(x) + f(y) ∀x, y ∈ C

by reducing it to a pair of functional equations obtained by substituting

x = x1 + i x2, y = y1 + i y2, f(x) = g(x1, x2) + i h(x1, x2).

2. Find all continuous solutions f : C→ C of the functional equation

f(x+ y) + f(x− y) = 2 f(x) ∀x, y ∈ C

by reducing it to a pair of functional equations obtained by substituting

x = x1 + i x2, y = y1 + i y2, f(x) = g(x1, x2) + i h(x1, x2).

3. Find general solutions f : R2 → R of the Sincov functional equation

f(x, y) + f(y, z) = f(x, z)

for all x, y, z ∈ R.

4. Find all differentiable functions f : R2 → R that satisfy the cocycle
functional equation

f(x, y) + f(x+ y, z) = f(x, y + z) + f(y, z)

for all x, y, z ∈ R.
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5. Find all symmetric functions f : Rn → R that satisfy the functional
equations

f(x1 + y1, x2 + y2, · · · , xn + yn) = f(x1, x2, · · · , xn) + f(y1, y2, · · · , yn)

and
f(x, x, · · · , x) = x

for all x, x1, y1, x2, y2, ..., xn, yn ∈ R.

6. Find all functions f : R2 → R that satisfy the Euler functional equa-
tion

f(xz, yz) = zk f(x, y) ∀x, y ∈ R, z ∈ R r {0}

and satisfying the additional conditions

f(0, y) = f(0 · y, 1 · y) = yk f(0, 1) for y 6= 0

and
f(0, 0) = zk f(0, 0)

where k is a real constant.

7. Find all functions f : R→ R that satisfy the functional equation

f(x+ y, z) + f(y + z, x) + f(z + x, y) = 0

for all x, y, z ∈ R. [Hint: Substitute x = v + t
3 , y = −u − v + t

3 and
z = u+ t

3 and define a new function g(u, t) := f
(

2t
3 − u,

t
3 + u

)
.]

8. Find all functions f : R→ R that satisfy the functional equation

f(pr, qs) + f(ps, qr) = f(p, q) f(r, s)

for all p, q, r, s ∈ R.

9. Let R∗ be the set of nonzero real numbers. Find the general solution
f : R2 → R∗ of the functional equation

f(ux− vy, uy + v(x+ y)) = f(x, y) f(u, v)

for all u, v, x, y ∈ R.

10. Find all functions f : R2 → R that satisfy the functional equation

f(ux+ vy, uy + vx) = f(x, y) f(u, v)

for all x, y, u, v ∈ R.





Chapter 4

Extension of the Cauchy Functional
Equations

4.1 Introduction

The set of all values of the variables, on which the functional equation
is supposed to hold, is called the domain of the functional equation. For
instance, the domain of the functional equation

f(x+ y) = f(x) + f(y) ∀x, y ∈ (0,∞) (4.1)

is R2
+. A function satisfying a functional equation on a given domain

is called a solution on that domain. In this chapter, we only consider
the problem of extending the additive Cauchy functional equation from
a smaller domain to a larger domain that contains the smaller domain.
The other three Cauchy functional equations can be extended similarly.

4.2 Extension of Additive Functions

Let [a, b] be an interval in R, and let f : [a, b] → R be an additive
function on the interval [a, b] in the sense that (1.1) holds for all x, y, x+y
in [a, b]. Does there exist an additive function A : R → R such that
A(x) = f(x) for all x ∈ [a, b] (that is A∣∣[a,b] = f)?

The following theorem was proved by Aczél and Erdös (1965).

Theorem 4.1. Let α ≥ 0, and let f : [α,∞)→ R be an additive function
on [α,∞). Then there exists an additive function A : R→ R such that

A(x) = f(x)

for all x ∈ [α,∞).

49
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Proof. Define a function A : R→ R by

A(x− y) = f(x)− f(y) (4.2)

for all x, y ∈ [α,∞). Now we show that

(a) A is well-defined;

(b) A is an extension of the additive map f ;

(c) A is an additive function on R.

First we show that A : R→ R is well-defined (that is, the definition
of A given by (4.2) is a valid definition of a function).
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Let x, u, y, v ∈ [α,∞) and suppose

x− u = y − v. (4.3)

Hence

x+ v = y + u

⇒ f(x+ v) = f(y + u)
⇒ f(x) + f(v) = f(y) + f(u)
⇒ f(x)− f(u) = f(y)− f(v)
⇒ A(x− u) = A(y − v).

Therefore A is well-defined.

Next we show that A is an extension of f. For any t ∈ [α,∞), there
exist x, y ∈ [α,∞) such that

t = x− y.



Extension of the Cauchy Functional Equations 51

Hence

A(t) = A(x− y)
= f(x)− f(y)
= f(y + t)− f(y)
= f(y) + f(t)− f(y)
= f(t)

for alll t ∈ [α,∞). Thus
A∣∣[α,∞)

= f.

Finally, we show that A is additive on the set of reals, R. For any s, t ∈ R,
there exist x, y, u, v ∈ [α,∞) such that

s = x− y
t = u− v.

Note that u+ x and y + v are in [α,∞). Also

s+ t = (x+ u)− (y + v).

Computing A(s+ t), we see that

A(s+ t) = A((x+ u)− (y + v))
= f(x+ u)− f(y + v)
= f(x) + f(u)− f(y)− f(v)
= f(x)− f(y) + f(u)− f(v)
= A(x− y) +A(u− v)
= A(s) +A(t)

for all s, t ∈ R. This completes the proof of the theorem.

This theorem says that the general solution of the Cauchy functional
equation

f(x+ y) = f(x) + f(y)

for all x, y ∈ [α,∞) is the same as the Cauchy functional equation for
all x, y ∈ R.

Remark 4.1. Note that the domain [α,∞) is unbounded and therefore
if x, y ∈ [α,∞) then

x+ y ∈ [α,∞).

However, if x, y ∈ [a, b] where [a, b] is a bounded interval, then x + y is
not necessarily in [a, b]. Hence the proof of the above theorem does not
work for a bounded interval.
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The following Theorem is due to Daróczy and Losonczi (1967).

Theorem 4.2. Let f : [0, 1]→ R satisfy (1.1) for all x, y, x+y in [0, 1].
Then there exists an additive function A : R→ R such that

A(x) = f(x)

for all x ∈ [0, 1].

Proof. Let x ∈ R be any real number. Then x can be expressed as

x =
n

2
+ x′, (4.4)

where n is an integer and x′ ∈
[
0, 1

2

)
. Define a function A : R→ R as

A(x) := nf

(
1
2

)
+ f(x′). (4.5)

Clearly A is well-defined. Hence it is enough to show that

(i) A(x) = f(x), ∀ x ∈ [0, 1], and

(ii) A is additive on R.

To prove (i) we need to consider three cases: (1) x ∈
[
0, 1

2

)
, (2)

x ∈
[

1
2 , 1
)
, and (3) x = 1 (see figure below).

x ∈ [0, 1] �
�
�
�
��

x ∈
[
0, 1

2

)
Then n = 0,
x = x′

-
x ∈

[
1
2 , 1
)

Then n = 1,
x = 1

2 + x′@
@
@
@
@R

x = 1
Then n = 2,
x′ = 0

Case 1. Suppose x ∈
[
0, 1

2

)
. Then n = 0 and x = x′. Hence

A(x) = A(x′)
= f(x′)
= f(x)
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for all x ∈
[
0, 1

2

)
.

Case 2. Suppose x ∈
[

1
2 , 1
)
. Then n = 1 and x = 1

2 + x′ where x′ ∈[
0, 1

2

)
. Hence

A(x) = A

(
1
2

+ x′
)

= f

(
1
2

)
+ f(x′)

= f

(
1
2

+ x′
)

= f(x)

for all x ∈
[

1
2 , 1
)
.

Case 3. Suppose x = 1. Then n = 2 and x′ = 0.

A(x) = A(1)

= 2f
(

1
2

)
= f

(
2 · 1

2

)
= f(1).

Hence we have proved that

A(x) = f(x)

for all x ∈ [0, 1]. That is, A is an extension of f.

Next we show that A : R → R is an additive function on R. Let s
and t be two arbitrary real numbers. Then they can be expressed as

s =
m

2
+ s′,

t =
n

2
+ t′,
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where m,n are integers and s′, t′ ∈
[
0, 1

2

)
. Now we have to consider two

cases depending on where the sum s′ + t′ is:

s′ + t′
��

���
���:

s′ + t′ ∈
[
0, 1

2

)
XXXXXXXXz s′ + t′ ∈

[
1
2 , 1
)

Case 1. Suppose s′ + t′ belongs to the interval
[
0, 1

2

)
. Consider

A(s+ t) = A
(m

2
+ s′ +

n

2
+ t′

)
= A

(
(m+ n)

1
2

+ s′ + t′
)

= (m+ n)f
(

1
2

)
+ f(s′ + t′)

= mf

(
1
2

)
+ nf

(
1
2

)
+ f(s′) + f(t′)

= mf

(
1
2

)
+ f(s′) + nf

(
1
2

)
+ f(t′)

= A(s) +A(t).

Case 2. Suppose s′ + t′ belongs to the interval
[

1
2 , 1
)
. Then

s′ + t′ =
1
2

+ z′,

where z′ ∈
[
0, 1

2

)
. Hence

A(s+ t) = A
(m

2
+ s′ +

n

2
+ t′

)
= A

(
(m+ n)

1
2

+ s′ + t′
)

= A

(
(m+ n)

1
2

+
1
2

+ z′
)

= A

(
(m+ n+ 1)

1
2

+ z′
)

= (m+ n+ 1)f
(

1
2

)
+ f(z′)
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= (m+ n)f
(

1
2

)
+ f

(
1
2

)
+ f(z′)

= (m+ n)f
(

1
2

)
+ f

(
1
2

+ z′
)

= (m+ n)f
(

1
2

)
+ f(s′ + t′)

= (m+ n)f
(

1
2

)
+ f(s′) + f(t′)

= mf

(
1
2

)
+ f(s′) + nf

(
1
2

)
+ f(t′)

= A
(m

2
+ s′

)
+A

(n
2

+ t′
)

= A(s) +A(t).

Hence A is additive on R. The proof of the theorem is now complete.

4.3 Concluding Remarks

The proof of Aczél and Erdös (that is, of Theorem 4.1) can be ap-
plied to extensions of more general homomorphisms of subsemigroups.
Note that R+ = {x ∈ R |x > 0} is a subsemigroup of additive groups
of reals. Also it is easy to see that R = R+ − R+ = {x− y |x, y ∈ R+}.
Aczél, Baker, Djoković, Kannappan and Rado (1971) proved the follow-
ing extension theorem for additive functions generalizing the results of
Aczél and Erdös (1965). Recall that a subsemigroup S of a group G is a
nonempty subset of G which is closed under group operation.

Theorem 4.3. Let the subsemigroup S generates the abelian group (G, ·)
and let f be a homomorphism of S into the abelian group (H,+). Then
there exists a unique extension A of f to a homomorphism of G into H.

Proof. It is known that a subsemigroup S generates the abelian group
G if and only if

G = S · S−1 =
{
xy−1 | x, y ∈ S

}
.

Define a mapping A : G→ H as follows:

A(xy−1) = f(x)− f(y) (4.6)
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for all x, y ∈ S. First we show that A is well-defined. Let x, u, y, v ∈ S
and suppose

xu−1 = y v−1. (4.7)
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Hence

xu−1 = y v−1

⇒ xu−1 = v−1 y (since G is abelian)

⇒ x = v−1 y u

⇒ v x = y u

⇒ x v = y u (since G is abelian)
⇒ f(x v) = f(y u)
⇒ f(x) + f(v) = f(y) + f(u)
⇒ f(v) + f(x) = f(y) + f(u) (since H is abelian)
⇒ f(v) + f(x)− f(u) = f(y)
⇒ f(x)− f(u) = −f(v) + f(y)
⇒ f(x)− f(u) = f(y)− f(v) (since H is abelian)

⇒ A(xu−1) = A(y v−1).

Therefore A is well-defined.

Next we show that A is a homomorphism of the group G into group
H. Let s, t ∈ G be any two arbitrary elements. Then there exists
x, y, u, v ∈ S such that

s = x y−1 and t = u v−1.
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Thus

A(st) = A(xy−1uv−1)

= A(xuy−1v−1)

= A((xu)(vy)−1)
= f(xu)− f(vy)
= f(x) + f(u)− f(y)− f(v)
= f(x)− f(y) + f(u)− f(v) (since H is abelian)
= A(s) +A(t).

Hence A : G→ H is a homomorphism of G into H. Next we show A is
an extension of f . Let x ∈ S be an arbitrary element. Hence

A(x) = A(xxx−1)
= f(xx)− f(x)
= f(x) + f(x)− f(x)
= f(x)

and A is an extension of f .

Finally we show that A is unique. Suppose there is an extension B of
f which is also a homomorphism of G into H. Let z ∈ G be an arbitrary
element. Then z = xy−1 for some x, y ∈ S. Since

A(z) = A(x y−1)
= A(x)−A(y) (since A is a homomorphism)
= f(x)− f(y) (since f = A∣∣S )

= B(x)−B(y) (since B∣∣S = f )

= B(xy−1)
= B(z),

the homomorphism A is unique.

This completes the proof of the theorem.

In the last theorem both the groups (G, ·) and (H,+) are abelian.
The following theorem due to Aczél, Baker, Djoković, Kannappan and
Rado (1971) shows that the groups (G, ·) and (H,+) do not have to be
abelians.

Theorem 4.4. Let (G, ·) and (H,+) be groups, and let (S, ·) be a sub-
semigroup of (G, ·) such that

G = S · S−1 =
{
xy−1 | x, y ∈ S

}
.
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Let f : S → H be a homomorphism. Then there exists a unique homo-
morphism A : G→ H such that A∣∣S = f.

4.4 Exercises

1. Show that the function f : [0,∞)→ R defined by

f(x) =

{
0 if x > 0
1 if x = 1

is a solution of the exponential Cauchy functional equation

f(x+ y) = f(x) f(y) ∀x, y ∈ [0,∞).

Also, show that this function f cannot be extended from [0,∞) to R.

2. Let f : (0, α)→ R satisfy

f(x+ y) = f(x) + f(y)

for all x, y, x+ y in (0, α), where α is a positive real number. Then show
that there exists an additive function A : R→ R such that A(x) = f(x)
for all x ∈ (0, α).

3. Let R0 be the set of nonzero real numbers. Let f : (α,∞)→ R satisfy
the logarithmic Cauchy functional equation

f(xy) = f(x) + f(y)

for all x, y in (α,∞), where α is positive real number. Then show that
there exists a logarithmic function L : R0 → R such that L(x) = f(x)
for all x ∈ (α,∞).

4. Let R0 be the set of nonzero real numbers. Let f : [1,∞)→ R satisfy
the logarithmic Cauchy functional equation

f(xy) = f(x) + f(y)

for all x, y in [1,∞). Then show that there exists a logarithmic function
L : R0 → R such that E(x) = f(x) for all x ∈ [1,∞).
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5. Let R0 be the set of nonzero real numbers. Let f : [0, 1]→ R0 satisfy
the exponential Cauchy functional equation

f(x+ y) = f(x) f(y)

for all x, y, x + y in [0, 1]. Then show that there exists an exponential
function E : R→ R0 such that E(x) = f(x) for all x ∈ [0, 1].

6. Let R0 be the set of nonzero real numbers. Let f : [1,∞)→ R0 satisfy
the multiplicative Cauchy functional equation

f(x+ y) = f(x) f(y)

for all x, y, x + y in [0, 1]. Then show that there exists a multiplicative
function M : (0,∞)→ R0 such that M(x) = f(x) for all x ∈ [1,∞).

7. Let f : (−α, α)→ R satisfy the Mikusiński functional equation

f(x+ y) [f(x+ y)− f(x)− f(y)] = 0 (4.8)

for all x, y, x+y in (−α, α). Then show that there exists a unique function
H : R → R satisfying (4.8) for all x, y ∈ R and H(x) = f(x) for all
x ∈ (−α, α), where α is a positive real number.





Chapter 5

Applications of Cauchy Functional
Equations

5.1 Introduction

Many functional equations originated from applications. At present,
problems in science and engineering are generally modeled by ordinary
differential equations (ODE) or partial differential equations (PDE). Be-
fore the development of ODE or PDE, physical processes were analyzed
using functions. When a physical process is modeled by function, say, f ,
one uses an input variable x (or several input variables) and the corre-
sponding output variable f(x). The output variable f(x) satisfies some
relations corresponding to some properties of the physical process which
are often known by observation. This leads to functional equations for
the function f . When functional equations are used for modeling, one
does not have to assumed the differentiability of the function and conse-
quently, the functional equations lead often to other solutions than those
given by ODE or PDE. These other solutions can be of some interest to
scientists and engineers.

In this chapter, we present a few applications of Cauchy functional
equations. In Section 2, we derive the formula for the area of a rectangle
following Legendre (1791). While deriving this formula, we encounter
the additive Cauchy functional equation in two variables. In Section 3,
using the additive property of definite integral, we show that∫ x

1

1
t
dt = ln(x)

for x ∈ (0,∞). While deriving this result, we use the logarithmic Cauchy
functional equation. In many calculus books the integral of the left is
used for defining the natural logarithm. Section 4 deals with the deriva-
tion of formulas for simple and compound interest using functional equa-
tions. Since a radioactive substance disintegrates over time, it is useful
to have a formula to compute the amount of a radioactive substance
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present at any time t. Using the exponential Cauchy functional equation,
we derive the formula for radioactive disintegration. Sections 6 through
8 present three applications of functional equations in probability the-
ory. In Section 6, the geometric probability distribution is characterized
by means of memoryless property. Section 7 deals with the characteriza-
tion of discrete normal probability distribution. In Section 8, one of the
oldest characterization of normal probability distribution is presented.
We conclude this chapter with some remarks on further applications of
functional equations.

5.2 Area of Rectangles

In 1791, Legendre gave the formula for the area of a rectangle using
the additive Cauchy functional equation. To derive the formula for the
area of a rectangle, we need the following theorem.

Theorem 5.1. The function f : [0,∞) → [0,∞) satisfies the additive
Cauchy functional equation f(x+ y) = f(x) + f(y) for all x, y ∈ [0,∞)
if and only if f(x) = cx, where c is a nonnegative real constant.

Proof. Observe that f is bounded from below since 0 ≤ f(x) for x ≥ 0.
Since every bounded below solution of the additive Cauchy functional
equation is linear, f is linear and we have f(x) = cx for some arbitrary
nonnegative constant c ∈ R.

Consider a rectangle whose length of the base is b and length of the
height is a. See figure below.

b

a

Figure 5.1. Rectangle with base b and height a.

Clearly the area of this rectangle will depend upon the height a and
base b. Thus the area, A, of the rectangle is a function of a and b. That
is

A = f(a, b).

Let us divide this rectangle into two smaller rectangles by drawing a line
parallel to its base so that a = a1 + a2 (see Figure 5.2).
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a1

a2

A1

A2

b

Figure 5.2. Rectangles obtained by dividing along the height.

Then the original area A is the sum of the two areas A1 and A2; that is,

A = A1 +A2

which is
f(a, b) = f(a1, b) + f(a2, b).

Since a = a1 + a2, the equation yields

f(a1 + a2, b) = f(a1, b) + f(a2, b). (5.1)

Note that (5.1) holds for all a1, a2, b ∈ [0,∞). Similarly, dividing the
original rectangle into two subrectangles by drawing a line parallel to
the height (see Figure 5.3), we obtain

f(a, b1 + b2) = f(a, b1) + f(a, b2) (5.2)

for all a, b1, b2 ∈ [0,∞). Since the area is positive, we have f(a, b) ≥ 0.

a

b1 b2

Figure 5.3. Rectangles obtained by dividing along the base.

Using Theorem 5.1, we solve (5.1), that is

f(a1 + a2, b) = f(a1, b) + f(a2, b)

for fixed b to get
f(a, b) = k a, (5.3)

where k is a constant that depends on b and k ≥ 0. Thus

f(a, b) = k(b) a. (5.4)
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Using (5.4) in (5.2), we get

k(b1 + b2) a = k(b1) a+ k(b2) a;

that is,

k(b1 + b2) = k(b1) + k(b2)

for all b1, b2 ∈ R+. Hence by Theorem 5.1, we obtain

k(b) = α b, (5.5)

where α is an arbitrary real constant. From (5.3) and (5.5) we get

f(a, b) = αab. (5.6)

The fact is that f(a, b) ≥ 0 forces α to be a positive constant and it is
associated with the area unit.

5.3 Definition of Logarithm

In an elementary calculus course, the logarithm is defined through an
integral. Anton (see H. Anton (1992), p. 469) defines natural logarithm
as

lnx =
∫ x

1

1
t
dt (5.7)

for x ∈ (0,∞). We will show that∫ x

1

1
t
dt

is really lnx and we do not have to accept it as a definition. It is rather a
consequence of the properties of the integrals. We show this by showing
that the above integral as a function of x satisfies the logarithmic Cauchy
functional equation.

Let us define φ : R+ → R by

φ(x) =
∫ x

1

1
t
dt, x > 0.
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Hence, in the case x, y ∈ (1,∞), we have

φ(x) + φ(y) =
∫ x

1

1
t
dt+

∫ y

1

1
t
dt

=
∫ x

1

1
t
dt+

∫ xy

x

1
z
dz, where z = tx,

=
∫ xy

1

1
w
dw (additive property of the integral)

= φ(xy).

Other cases can be handled similarly. Hence we obtain

φ(xy) = φ(x) + φ(y) (5.8)

for all x, y ∈ R+. By the Fundamental Theorem of Calculus φ is differ-
entiable and hence continuous. Therefore the equation (5.8) yields

φ(x) = c lnx,

where c is a constant.

Using the Riemann sum one can show that

φ(e) =
∫ e

1

1
t
dt = 1.

Hence we have c = 1 and
φ(x) = lnx.

Thus we have shown that ∫ x

1

1
t
dt = lnx.

5.4 Simple and Compound Interest

Next we derive the formula for the simple interest using the additive
Cauchy functional equation. Let f(x, t) be the future value of capital
x having been invested for a period of time of length t. Then, for the
simple interest, the function f(x, t) satisfies

f(x+ y, t) = f(x, t) + f(y, t)
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and

f(x, t+ s) = f(x, t) + f(x, s)

for all x, y, t, s ∈ R+. Hence

f(x, t) = kxt,

where k is an arbitrary positive constant depending on the unit.

Now we derive the formula for the compound interest. Let f(x, t) be
the future value of capital x having been invested for a period of time of
length t. Then for the compound interest, the function f(x, t) satisfies
the equations

f(x+ y, t) = f(x, t) + f(y, t) (5.9)

and

f(x, t+ s) = f(f(x, t), s) (5.10)

for all x, y, t, s ∈ R+. The first equation says that the future value of
capital x + y after having been invested for a period t is equal to the
sum of future values of the capital x after having been invested for a
period t and the capital y after having been invested for a period t. The
second equation says that the future value of the capital x invested for
a period t+ s is equal to the future value of the capital f(x, t) invested
for a period s. It is natural to assume that f(x, t) is continuous in each
variable. Then the solution of equation (5.9) is given by

f(x, t) = c(t)x, (5.11)

where c : R+ → R. Using this form of f in (5.10), we obtain

c(t+ s)x = c(t) c(s)x. (5.12)

Hence we have

c(t+ s) = c(t) c(s) (5.13)

for all s, t ∈ R+. The continous solution of (5.13) is given by c(t) = eλ t,
where λ is an arbitrary constant. Writing λ = ln(1 + r) we obtain

f(x, t) = x (1 + r)t (where r ≥ 0)

which is the well-known formula for the compound interest.
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5.5 Radioactive Disintegration

Let m0 (in grams) be the initial amount of a radioactive element. Let
m(t) be the amount present at time t. Let us assume that the rate of
change of m(t) is proportional to m(t). That is,

m′(t) ∝ m(t).

From this assumption we have

m′(t) = −λm(t).

Therefore
m(t) = α e−λt

or
m(t) = m0 e

−λt. (5.14)

Hence (5.14) gives a formula for finding the amount present at time t in
terms of the initial amount m0 and the time period t. Here λ is a decay
constant.

Now we derive the formula (5.14) using a functional equation. Let
f(t) denote the relationship between the amount present at time t and
the initial amount m0, so that

m(t) = m0 f(t).

The amount of radioactive substance at time t + h can be expressed in
two different ways, as (see figure below):

m(t+ h) = m0 f(t+ h)

and
m(t+ h) = m0 f(t) f(h).
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Hence
m0f(t+ h) = m0f(t)f(h)

for all t, h ∈ R+. Thus

f(t+ h) = f(t)f(h).

From an application point of view f can be assumed to be continuous.
Then the continuous solution of the above functional equation is given
by

f(t) = eαt,

where α is a real constant. Hence we have

m(t) = m0 f(t)

= m0 e
αt.

Since m(t) decreases over time t, the constant α must be negative and
writing

α = −λ

for λ > 0, we get
f(t) = m0 e

−λt.

The constant λ is called the decay constant. For more on this application
see Smital (1988).

5.6 Characterization of Geometric Distribution

In this section using the exponential Cauchy functional equation we
give the characterization of geometric distribution in terms of memory-
less property.

A random variable X is said to be geometric if its probability density
function (pdf) is given by

f(x) = (1− p)x−1p, x = 1, 2, 3, . . . ,

where p ∈ [0, 1] is a parameter. Here p usually denotes the probability
of success. If X is a geometric random variable, then it represents the
trial number on which the first success occurs.

A random variable X is said to be memoryless if it satisfies

P (X > m+ n | X > n) = P (X > m)
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for all m,n ∈ N.

Now we prove that a random variable X is geometric if and only if
it satisfies the memoryless property.

The memoryless property yields

P (X > m+ n | X > n) = P (X > m).

Since

P ((X > m+ n) | (X > n)) =
P ((X > m+ n) ∩ (X > n))

P (X > n)
,

we obtain

P ((X > m+ n) ∩ (X > n)) = P (X > m)P (X > n)

which is
P (X > m+ n) = P (X > m)P (X > n)

for all m,n ∈ N.

If X is geometric, that is,

X ∼ (1− p)x−1p,

then

P (X > m+ n) =
∞∑

x=m+n+1

(1− p)x−1p

= (1− p)n+m

= (1− p)n (1− p)m

= P (X > n)P (X > m).

Hence the geometric distribution has the lack of memory property.

Next, let X be any random variable that satisfies the lack of memory
property,

P (X > m+ n) = P (X > m)P (X > n)

for all m,n ∈ N. We want to show that X is geometric.

Define g : N→ R by

g(n) = P (X > n).

Hence we obtain
g(m+ n) = g(m) g(n)
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for all m,n ∈ N. The general solution (even without continuity) is given
by

g(n) = an,

where a is a constant. Hence

P (X > n) = an

or
1− F (n) = an,

where F (n) is the cumulative distribution function (cdf). Hence

F (n) = 1− an.

Since F (n) is the cdf, we have

1 = lim
n→∞

F (n)

or
1 = lim

n→∞
(1− an).

From above, we conclude that 0 < a < 1. Renaming a to be (1− p), we
obtain

F (n) = 1− (1− p)n.

The pdf of the random variable X is then given by

f(1) = F (1) = p

f(2) = F (2)− F (1)

= 1− (1− p)2 − p
= (1− p)p

f(3) = F (3)− F (2)

= 1− (1− p)3 − 1 + (1− p)2

= (1− p)2p.

Thus by induction, we get

f(x) = (1− p)x−1p

for x = 1, 2, 3, . . . ,∞. Therefore

X ∼ Geo(p)

and the proof is complete.
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5.7 Characterization of Discrete Normal Distribu-
tion

In this section, we treat a functional equation that arises in connec-
tion with the characterization of discrete normal distribution or while
studying circularly symmetric functions on the integer lattices. The func-
tional equation we are interested in is the following:

f(x2
1 + x2

2 + · · ·+ x2
n) = f(x2

1) + f(x2
2) + · · ·+ f(x2

n)

for all x1, x2, . . . , xn ∈ Z (the set of integers).

If n = 2, then the above equation reduces to

f(x2
1 + x2

2) = f(x2
1) + f(x2

2) (5.15)

for all x1, x2 ∈ Z. One solution of this equation is

f(x) = k x, x ∈ Z. (5.16)

However, (5.16) is not the only solution. For example,

f(x) =


0 if x = 0 (mod 4)
1 if x = 1 (mod 4)
2 if x = 2 (mod 4)

is also a solution of (5.15). Similarly, the functional equation

f(x2
1 + x2

2 + x2
3) = f(x2

1) + f(x2
2) + f(x2

3) (5.17)

also has a nonlinear solution (see Dasgupta (1993))

f(x) =


0 if x = 0 (mod 4)
1 if x = 1 (mod 4)
2 if x = 2 (mod 4)
3 if x = 3 (mod 4)

besides the linear solution f(x) = kx.

If n ≥ 4, then we will show that every solution of the functional
equation

f(x2
1 + x2

2 + · · ·+ x2
n) = f(x2

1) + f(x2
2) + · · ·+ f(x2

n) (5.18)

for all x1, x2, . . . , xn ∈ Z is linear.

We need the following theorem due to Lagrange in order to find the
general solution.
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Theorem 5.2. Every positive integer n is the sum of at most four
squares of positive integers, that n = a2 + b2 + c2 + d2, a, b, c, d ∈ Z

Example 3.1 The integers 1, 2, 3, 4, 5 can be represented as

1 = 12 + 02

2 = 12 + 12

3 = 12 + 12 + 12

4 = 12 + 12 + 12 + 12

= 22

5 = 22 + 12

etc.


(5.19)

Theorem 5.2 first appeared in Arithmetica by Diophantus with the
Latin translation done by Bachet in 1621. This theorem was unproved
until Joseph Louis Lagrange proved it in 1770 (see Milne (1996)). The
above Theorem 5.2 is called the Four Squares Theorem or Bachet’s con-
jecture.

Following Dasgupta (1993), we present the solution of the functional
equation (5.18) in the next theorem.

Theorem 5.3. Let n ≥ 4 be an integer. The function f : Z→ R satisfies
the equation

f(x2
1 + x2

2 + · · ·+ x2
n) = f(x2

1) + f(x2
2) + · · ·+ f(x2

n) (5.20)

for all x1, x2, . . . , xn ∈ Z if and only if

f(x) = k x,

where k is an arbitrary constant.

Proof. Observe that

f(0) = 0.

Now letting x5 = · · · = xn = 0 in (5.20), we obtain

f(x2
1 + x2

2 + x2
3 + x2

4) = f(x2
1) + f(x2

2) + f(x2
3) + f(x2

4) (5.21)
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for all x1, x2, x3, x4 ∈ Z. Using (5.19) and (5.21), we see that

f(1) = 1f(1)
f(2) = 2f(1)
f(3) = 3f(1)
f(4) = 4f(1)

f(5) = f(22) + f(12) = f(4) + f(1) = 4f(1) + f(1)
= 5f(1).

Hence we obtain
f(m) = km (5.22)

for m ≤ 5. Here k = f(1).

Now we show by induction that (5.22) holds for all positive integers.
Assume

f(m) = km

for all integers m ≤ q − 1, and we shall show

f(q) = kq.

Since q is a positive integer by Theorem 5.2

q = x2
1 + x2

2 + x2
3 + x2

4, (5.23)

where at least two xi’s are nonzero (since q > 5). Then

x2
i ≤ q − 1 (5.24)

for i = 1, 2, 3, 4. Hence

f(q) = f(x2
1 + x2

2 + x2
3 + x2

4)

= f(x2
1) + f(x2

2) + f(x2
3) + f(x2

4)

= k (x2
1 + x2

2 + x2
3 + x2

4) (by induction hypothesis)
= kq.

Therefore
f(q) = k q.

Hence
f(x) = k x

for all x ∈ Z. This completes the proof.
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5.8 Characterization of Normal Distribution

It is well known that, if x1, x2, ..., xn is a random sample from a
normal distribution with mean µ and variance σ2, then the maximum
likelihood estimate (MLE) of the location parameter µ is given by the
sample mean x̄ =

∑n
i=1 xi/n. If the maximum likelihood estimate of a lo-

cation parameter of a population is given by the sample mean, is it true
that the distribution of the population is normal? The answer to this
question is affirmative and the proof was given by Gauss (1809). In this
section, using the additive Cauchy functional equation, we present the
oldest characterization of normal distribution. Teicher (1961) character-
ized normal distribution via MLE by weakening the conditions required
by Gauss (1809). Marshall and Olkin (1993) extended Teicher’s result to
multidimensional normal distribution. Stadje (1993) studied this char-
acterization problem as well, but among others conditions assumed the
sample size n = 2, 3, 4 simultaneously. We have adapted a recent proof
by Azzalini and Genton (2007) that uses only one value of the sample
size n, provided n ≥ 3.

Theorem 5.4. Consider a parametric location family for a one-
dimensional continuous random variable, such that for any choice of
µ ∈ R the corresponding probability density function at the point x ∈ R
is f(x− µ). Assume that a random sample of size n ≥ 3 is drawn from
a member of this parametric family, and that the following conditions
hold:

1. f(x) is differentiable function of x and its derivative f ′(x) is con-
tinuous at least at one point x ∈ R;

2. for each set of sample value, x1, x2, ..., xn, the sample mean x̄ =∑n
i=1 xi/n is a solution of the likelihood equation for the location

parameter µ.

Then the probability density function f(x − µ) is the one-dimensional
normal density function given by

f(x− µ) =
1√

2πσ2
e−

1
2 ( x−µσ )2

for some positive σ2.

Proof. Let the likelihood function associated with the sample x1, x2, ..., xn
be

L(µ) = f(x1 − µ)f(x2 − µ) · · · f(xn − µ).
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Then the log-likelihood function is then given by

lnL(µ) =
n∑
i=1

ln f(xi − µ). (5.25)

Differentiating lnL(µ) in (5.25) with respect to µ, we see that

d

dµ
lnL(µ) =

n∑
i=1

d

dµ
ln f(xi − µ). (5.26)

Defining g : R→ R by

g(x) =
d

dx
ln f(x) (5.27)

from (5.26), we obtain

d

dµ
lnL(µ) =

n∑
i=1

g(xi − µ).

To determine the MLE of µ, we equate d
dµ lnL(µ) to 0 to get

n∑
i=1

g(xi − µ) = 0. (5.28)

Note that we allow f(x) = 0 and in that case we adopt the convention
that ln 0 = −∞. However, since f(x) > 0 must hold true for a range of
x values, (5.27) has to be searched for this set.

Using the condition 2 of the theorem, we see that

n∑
i=1

g(xi − x̄) = 0 (5.29)

for all possible choices of the sample values. Letting x1 = x2 = · · · =
xn = u in (5.28) for some constant u, we get

n g(u− µ) = 0 (5.30)

and hence g(0) = 0 since µ̂ = u by assumption of the theorem.

Next, consider the sample x1 = 2u, x2 = 0, x3 = u, x4 = u, ..., xn =
u. Then

g(2u− µ) + g(−µ) + g(u− µ) = 0. (5.31)

Since µ̂ = u, we get
g(u) + g(−u) = 0. (5.32)



76 Introduction to Functional Equations

for all u ∈ R. Therefore g(u) is an odd function on R.

For any two points u and v in R, consider the sample x1 = u, x2 =
v, x3 = −u − v, x4 = 0 = x5 = · · · = xn such that µ̂ = 0. Therefore,
from (5.28), we have

g(u) + g(v) + g(−u− v) + (n− 3)g(0) = 0,

and using the fact that g(0) = 0 and g is odd, we have

g(u) + g(v) = g(u+ v) (5.33)

for all u, v ∈ R. Since f ′(x) is continuous at a point x, therefore g(x) is
continuous at x and hence by Theorem 1.4, we have

g(x) = −c x, (5.34)

where c ∈ R is a constant. From (5.27) and (5.34), we have

d

dx
ln f(x) = −cx,

and therefore
f(x− µ) = ed−

1
2 c(x−µ)2 , (5.35)

where d is some real constant. Since f(x − µ) is a probability density
function, c > 0; otherwise f would not be integrable over real line R.
Letting c = 1

σ2 , we have

f(x− µ) = ed−
1
2 ( x−µσ )2

. (5.36)

Since f(x − µ) is a probability density function, it must integrate over
R to one. Therefore, we have

ed =
1√

2πσ2

and hence
f(x− µ) =

1√
2πσ2

e−
1
2 ( x−µσ )2

. (5.37)

This completes the proof of the theorem.

5.9 Concluding Remarks

We have seen that the additive Cauchy functional equation appeared
in the derivation of the formula for area of rectangles. It also appeared in
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the characterization of discrete and continuous normal probability distri-
butions as well as discrete geometric distribution. Functional equations
are used for characterizing other probability distributions. The interested
reader should refer to the book by Azlarov and Volodin (1989) for an
account on the characterization of exponential distribution by functional
equations.

The four Cauchy functional equations have many applications. The
functional equation f(x + y) = f(x)f(y) is used by the founders of
the non-Euclidean geometry for derivation of the relationship between
the arc lengths of two oricycles with same center. Systems of functional
equations were used by G. Stokes (1860) to determine the intensities of
reflected and absorbed light. Weierstrass (1886) and many others used
a system of functional equations to characterize determinant of matri-
ces. For an account of various applications of functional equations the
interested reader should referred to Aczél (1966).

Applications of functional equations to characterizing various proba-
bility laws and statistics can be found in Ramachandran and Lau (1991),
and Rao and Shanbhag (1994). Recently, Castillo, Cobo, Gutiérrez and
Pruneda (1999) introduced the functional networks using functional
equations. These functional networks have found many applications like
the neural networks. For an account on functional networks the inter-
ested reader should refer to the book Functional Networks with Ap-
plications: A Neural-Based Paradim by Castillo, Cobo, Gutiérrez and
Pruneda.

Information measures play an important role in information theory
and also in coding theory. Various functional equations are used for char-
acterizing information measures. For an account of these applications,
the reader is referred to the book Characterizations of Information Mea-
sures by Ebanks, Sahoo and Sander (1998) (see also Aczél and Daróczy
(1975)). For an application of functional equations in the characteriza-
tion of C. R. Rao’s quadratic entropy, we refer the interested reader to
Lau (1985) and Chung, Ebanks, Ng and Sahoo (1994).

Functional equations have found applications in program verification
and program checking in computer science. Interested reader should refer
to Rubinfeld (1999); Ergün, Kumar and Rubinfeld (2001); Kiwi, Magniez
and Santha (2003); and Magniez (2005) .





Chapter 6

More Applications of Functional
Equations

6.1 Introduction

In this chapter, we give some more applications of Cauchy functional
equations. Using the additive Cauchy functional equation, we determine
the sum of the kth power of the first n natural numbers for k = 1, 2, 3.
We show that the number of possible pairs among n things can be deter-
mined using the additive Cauchy functional equation. We further illus-
trate that the additive Cauchy functional equation can be used to find
the sum of certain finite series. The materials of this chapter is based on
the works of D. R. Snow (1978).

6.2 Sum of Powers of Integers

Let

fk(n) = 1k + 2k + · · ·+ nk, (6.1)

where n is a positive integer and k is a nonnegative integer. fk(n) denotes
the sum of the kth power of the first n natural numbers. Finding formulas
for fk(n) has interested mathematicians for more than 300 years since
the time of James Bernoulli (1655–1705). Several methods were used
to find the sum fk(n) (see, for example, Vakil (1996)). These lead to
several recurrence relations. We provide a few methods to determine the
sum of powers. Many of them involve functional equations. By using
functional equations, we give formulas for fk(n) for k = 1, 2, 3, and for
an arbitrary k, we suggest a functional relation for finding a formula.
Note that fk : N→ N is a function from N to N, where k = 0, 1, 2, . . . .

79
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6.2.1 Sum of the first n natural numbers

The function f1 satisfies

f1(m+ n) = 1 + 2 + 3 + · · ·+m+ (m+ 1) + · · ·+ (m+ n)
= f1(m) + (m+ 1) + (m+ 2) + · · ·+ (m+ n)
= f1(m) + f1(n) +mn (6.2)

for all m,n ∈ N. Define g1 : N→ R by

g1(x) = f1(x)− 1
2
x2, for x ∈ N. (6.3)

Then (6.2) reduces to

g1(m+ n) = g1(m) + g1(n), for m,n ∈ N. (6.4)

The solution of the additive Cauchy functional equation (6.4) on N is
given by

g1(n) = c n, (6.5)

where c is a constant. From (6.5) and (6.3), we have

f1(n) = cn+
1
2
n2. (6.6)

Since f1(1) = 1, we get

1 = c+
1
2

which is

c = 1− 1
2

=
1
2
.

Therefore

f1(n) =
n

2
+
n2

2

=
n(n+ 1)

2
.

Thus

f1(n) = 1 + 2 + 3 + · · ·+ n =
n(n+ 1)

2
.

This formula can be established using Gauss’s trick.
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6.2.2 Sum of square of the first n natural numbers

The function f2 satisfies

f2(m+ n) = 12 + 22 + · · ·+m2 + (m+ 1)2 + · · ·+ (m+ n)2

= f2(m) + [12 + 22 + · · ·+ n2] + 2m[1 + 2 + · · ·+ n] +m2n

= f2(m) + f2(n) + 2mf1(n) +m2n

= f2(m) + f2(n) +mn2 +m2n+mn (6.7)

for all m,n ∈ N. Defining g2 : N→ R by

g2(n) = f2(n)− n2

2
− n3

3
, for n ∈ N

we see that (6.7) reduces to

g2(m+ n) = g2(m) + g2(n)

for all m,n ∈ N. Thus
g2(n) = cn

and hence

f2(n) = cn+
n2

2
+
n3

3
. (6.8)

Using the condition f2(1) = 1, we get

1 = c+
1
2
− 1

3
.

Hence
c =

1
6
.

Therefore

f2(n) =
n

6
+
n2

2
+
n3

3

=
n+ 3n2 + 2n3

6

=
n(n+ 1)(2n+ 1)

6
.

6.2.3 Sum of kth power of the first n natural numbers

For arbitrary k, we have, using the Binomial Theorem, the following
functional equation (recurrence relation):

fk(n+m) = 1k + 2k + · · ·+ nk + (n+ 1)k + · · ·+ (n+m)k
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= fk(n) +
k∑
i=0

(
k

i

)
ni1k−i + · · ·+

k∑
i=0

(
k

i

)
nimk−i

= fk(n) +
k∑
i=0

(
k

i

)
ni[1k−i + · · ·+mk−i]

= fk(n) +
k∑
i=0

(
k

i

)
nifk−i(m)

= fk(n) + fk(m) +
k∑
i=1

(
k

i

)
nifk−i(m) for m,n, k ∈ N.

Hence we have

fk(m+ n)− fk(m)− fk(n) =
k∑
i=1

(
k

i

)
nifk−i(m) for m,n ∈ N. (6.9)

There are several ways of solving (6.9). We will discuss some. Note that
fk(1) = 1 for all k ∈ N and f0(m) = m.

(A) Evaluation at n = 1. This is probably the most direct and simplest
method of all. Letting n = 1 in (6.9), we have

fk(m+ 1)− fk(m)− fk(1) =
k∑
i=1

(
k

i

)
fk−i(m),

that is,

(m+ 1)k − 1 =
k∑
i=1

(
k

i

)
fk−i(m) for m ∈ N,

a simple recurrence relation.

Set k = 2 to get

m2 + 2m = 2f1(m) + f0(m) = 2f1(m) +m

or

f1(m) =
m(m+ 1)

2
.

Set k = 3 to have

m3 + 3m2 + 3m = 3f2(m) + 3f1(m) + f0(m)

= 3f2(m) +
3m(m+ 1)

2
+m
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or

3f2(m) =
m(m+ 1)(2m+ 1)

2
.

(B) General case. The left side of (6.9) is symmetric with respect to m
and n; therefore we obtain

k∑
i=1

(
k

i

)
nifk−i(m) =

k∑
i=1

(
k

i

)
mifk−i(n) for m,n ∈ N.

Substituting m = 1 and using the fact that fk(1) = 1, we have

k∑
i=1

(
k

i

)
nifk−i(1) =

k∑
i=1

(
k

i

)
fk−i(n),

that is,
k∑
i=1

(
k

i

)
fk−i(n) = (1 + n)k − 1.

From this we get

kfk−1(n) = (1 + n)k − 1−
k∑
i=2

(
k

i

)
fk−i(n) for n ∈ N

or

fk−1(n) =
(1 + n)k − 1−

k∑
i=2

(
k
i

)
fk−i(n)

k
for k, n ∈ N, (6.10)

a recurrence relation. Using f0(n) = n, we can determine the rest.

For example, letting k = 2 in (6.10), we have

f1(n) =
n2 + 2n− f0(n)

2
=
n(n+ 1)

2
.

Similarly, k = 3 in (6.10) gives

f2(n) =
n3 + 3n2 + 3n− 3f1(n)− f0(n)

3

=
1
3

[
n3 +

3
2
n2 +

n

2

]
=

1
6
n(n+ 1)(2n+ 1).
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n1 n2 n3 n4 n5 n6 n7

f0(n) 1
f1(n) 1/2 1/2
f2(n) 1/6 1/2 1/3
f3(n) 1/4 1/2 1/4
f4(n) −1/30 1/3 1/2 1/5
f5(n) −1/12 5/12 1/2 1/6
f6(n) 1/42 −1/6 1/2 1/2 1/7

Table 6.1. The coefficients of the sums of the powers of the integers

The table above contains the coefficients of the respective closed-form
formulas. To generate this table enter a 1 in the upper left-hand corner,
since f0(n) = n, and leave the rest of that row blank to represent 0’s
for the coefficients of the higher order terms. To get the rest of the
coefficients in the table, every cell diagonally down (next row and next
column) from any C(i− 1, j − 1) is computed by C(i, j) = C(i− 1, j −
1)(i/j). The following template illustrates this.

nj−1 nj

fi−1(n) (i/j)( )
fi(n) ( )

HHHj

Table 6.2. The diagonal process

So you multiply by the new row subscript and divide by the new column
power. Everything except the first column is generated by this diagonal
process. To get the elements in the first column, add the cells to the
right of column 1 and subtract that sum from 1. That’s it! This simple
procedure generates all the formulas for the sums of the powers of the
integers.

6.3 Sum of Powers of Numbers on Arithmetic Pro-
gression

For positive integers n, k ∈ N and h ∈ R define

sk(n;h) = 1k + (1 + h)k + · · ·+ (1 + (n− 1)h)k, (6.11)
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the sum of kth powers of numbers on arithmetic progression.

As before we derive a recurrence relation:

sk(m+ n;h) = 1k + (1 + h)k + · · ·+ (1 + (n− 1)h)k

+ (1 + nh)k + · · ·+ (1 + (m+ n− 1)h)k

= sk(n;h) + (1 + nh)k + (1 + h+ nh)k + · · ·
+ (1 + (m− 1)h+ nh)k

= sk(n;h) + sk(m;h) +
k∑
i=1

(
k

i

)
sk−i(m;h)(nh)i;

that is, sk(n;h) satisfy the functional equation

sk(m+ n;h) = sk(n;h) + sk(m;h) +
k∑
i=1

(
k

i

)
sk−i(m;h)(nh)i (6.12)

for k ∈ N, h ∈ R, m, n = 1, 2, 3, . . . .

Note that s0(n;h) = n, sk(1;h) = 1. We will determine s1(n;h) and
s2(n;h).

First let n = 1 in (6.12) to obtain

sk(m+ 1;h)− sk(m;h) = sk(1;h) +
k∑
i=1

(
k

i

)
sk−i(m;h)hi;

that is,

(1 +mh)k = 1 +
k∑
i=1

(
k

i

)
sk−i(m;h)hi (6.13)

for m = 1, 2, . . . , h ∈ R, k ∈ N.
Similarly, k = 2 in (6.13) yields

m2h2 + 2mh = 2s1(m;h)h+ s0(m;h)h2;

that is,

s1(m;h) =
(

1− h

2

)
m+

h

2
m2.

Let k = 3 in (6.13) to have

m3h3 + 3m2h2 + 3mh = 3s2(m;h)h+ 3s1(m;h)h2 + s0(m;h)h3;

that is,

s2(m;h) =
(

1− h+
h2

6

)
m+ h

(
1− h

2

)
m2 +

h2

3
m3.
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6.4 Number of Possible Pairs Among n Things

Let f2(n) denote the number of possible pairs among n things. Con-
sider two sets with n and m things, respectively.
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n things m things

Set A Set B

Then the number of possible pairs among m+n things equals the number
of pairs in set A plus the number of pairs in set B plus one item from
each set. Hence we have

f2(m+ n) = f2(m) + f2(n) +mn

which reduces to
g2(m+ n) = g2(m) + g2(n),

where

g2(n) = f2(n)− n2

2
.

Hence

f2(n) = cn+
n2

2
.

Since
f2(2) = 1,

we get
1 = 2c+ 2

or
c = −1

2
.

Therefore

f2(n) =
n(n− 1)

2
=
(
n

2

)
.
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If f3(n) denotes the number of possible triples among n things, then
we shall show that f3(n) =

(
n
3

)
. Now considering two sets with n and

m objects, respectively, f3(m+n) will be the number of triples in set A
plus the number of triples in set B plus a combining term of the number
of triples with some elements from each set. So

f3(m+ n) = f3(m) + f3(n) +mf2(n) + nf2(m)

= f3(m) + f3(n) +
1
2

(mn2 + nm2)−mn.

Defining g3 : N→ R by

g3(n) = f3(n)− n3

6
+
n

2
for n ∈ N,

we have

g3(m+ n) = g3(m) + g3(n).

Therefore

f3(n) = cn− n2

2
+
n3

6
.

Since

f3(3) = 1,

we get

c =
1
3

and

f3(n) =
n(n− 1)(n− 2)

6
=
(
n

3

)
.
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6.5 Cardinality of a Power Set

Let f(n) denote the number of subsets from n elements set (including
the empty set). Consider
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n m

n ≥ 0

m ≥ 0.

Then by the multiplication rule

f(m+ n) = f(m)f(n).

Letting m = n, we see that f(2m) = f(m)2. By induction it can be
easily shown that f(mn) = f(m)n for all n ∈ N. Hence

f(n) = f(1)n.

Since f(1) = 2, we get
f(n) = 2n.

6.6 Sum of Some Finite Series

(i) Let
S(n) = 1 · 2 + 2 · 3 + · · ·+ n(n+ 1) for n ∈ N, (6.14)

where S : N→ N. Hence

S(m+ n) = S(n) + S(m) +mn2 + nm2 + 2mn.

Therefore
f(m+ n) = f(m) + f(n),
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where

f(n) = S(n)− n2 − n3

3
for n ∈ N,

and f : N→ R. Hence f is additive and f(n) = cn. Thus

S(n) = cn+ n2 +
n3

3
.

Since S(1) = 2, we have

S(n) =
n(n+ 1)(n+ 2)

3
. (6.15)

(ii) Let
t(n) = 1 · 3 + 2 · 5 + · · ·+ n(n+ 2) for n ∈ N, (6.16)

where t : N→ N. Note that t(1) = 3. Now

t(m+ n) = t(n) + t(m) +mn2 +m2n+ 3nm for m,n ∈ N.

Defining f : N→ R by

f(n) = t(n)− 1
3
n3 − 3

2
n2, for n ∈ N,

the above recurrence relation becomes

f(m+ n) = f(m) + f(n), for m,n ∈ N.

That is, f is additive and f(n) = cn for n ∈ N. Since t(1) = 3, we have

t(n) =
n(n+ 1)(2n+ 1)

6
for n ∈ N. (6.17)

(iii) Finally we find the sum of a triple product

s(n) = 1 · 2 · 3 + 2 · 3 · 4 + · · ·+ n(n+ 1)(n+ 2), for n ∈ N, (6.18)

for s : N→ N. Note that s(1) = 6. Now for m,n ≥ 2,

s(n+m− 1)
= s(n− 1) + n(n+ 1)(n+ 2) + {(n+ 1)(n+ 2)(n+ 3)

+ · · ·+ (n+m− 1)(n+m)(n+m+ 1)}
= s(n− 1) + (n3 + 3n2 + 2n) + (m− 1)n3 + n2(6 + · · ·+ 3m)

+ n{[1 · 2 + · · ·+ (m− 1)m] + [1 · 3 + · · ·+ (m− 1)(m+ 1)]
+ [2 · 3 + · · ·+m(m+ 1)]}+ s(m− 1)
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= s(n− 1) + s(m− 1) +mn3 + 3n2(1 + 2 + · · ·+m)
+ n{[1 · 2 + · · ·+ (m− 1)m]
+ [1 · 3 + · · ·+ (m− 1)(m+ 1)] [1 · 2 + · · ·+m(m+ 1)]}

= s(n− 1) + s(m− 1) +mn3 + 3n2 m(m+ 1)
2

+ n
(m− 1)m(m+ 1)

3
+ n

m(m− 1)(2m+ 5)
6

+ n
m(m+ 1)(m+ 2)

3
(using (6.15), (6.16))

= s(n− 1) + s(m− 1) +mn3 +
3
2
m2n2 +m3n

+
3
2
n2m+

3
2
nm2 − 1

2
mn.

As before define f : N→ R by

f(n) = s(n− 1)− n4

4
− 1

2
n3 +

1
4
n2 for n ∈ N

to get f(m + n) = f(m) + f(n) (additivity) and f(n) = cn. Using
s(1) = 6, we have

s(n− 1) =
1
4
[
n4 + 2n3 − n2 − 2n

]
;

that is,

s(n) =
1
4
n(n+ 1)(n+ 2)(n+ 3) for n ∈ N. (6.19)

6.7 Concluding Remarks

Recently functional equations have found many applications in enu-
merative combinatorics. For instance, Bousquet-Mélou (2002) using lin-
ear functional equations studied planar walks that start from a given
point, take their steps in a finite set and are confined in the first
quadrant. About the functional equations approaches in combinatorics,
Bousquet-Mélou (2001) wrote, “They not only solve (some) problems
but they often teach us a lot too. The proofs they provide for a spe-
cific problem might be less nice than more combinatorial proofs. But
functional equation approaches sometimes give a unified description of
apparently distinct problems, and the efforts we make to solve one spe-
cific functional equation often teach us what to do in a more generic
case.”
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Functional equations occur in the study of computer graphics. Mo-
tivated by the analysis of some geometrical aspects of some functions
used in computer graphics for modeling real-world objects, Monreal and
Tomás (1998) have studied some functional equations, which under some
assumptions characterize these functions.

Functional equations have also found application in the mathematics
of signal processing. Sahoo and Székelyhidi (2001, 2002, 2003) studied
some functional equations that arise in connection with digital image
filtering. The functional equations studied in Sahoo (1990) and Kannap-
pan and Sahoo (1992) also related to digital signal processing.

Functional equations are being used to studied certain models in
geometry. For example, using functional equations Powers, Riedel and
Sahoo (1993) solved an open problem of Faber, Kuczma and Mycielski
(1991). Powers, Riedel and Sahoo (1996) also studied another model in
geometry using a functional equation.





Chapter 7

The Jensen Functional Equation

7.1 Introduction

In this chapter, first we present a brief introduction to convex func-
tions. Then we determine the general solution of the Jensen functional
equation when it holds for all real numbers in R. We also find the contin-
uous solution of the Jensen functional equation when it holds for all real
numbers in a closed and bounded interval [a, b]. This chapter concludes
with the solution of a Jensen type functional equation that arises from
Popoviciu’s inequality.

7.2 Convex Function

A function f : R → R is said to be convex if and only if it satisfies
the inequality

f

(
x+ y

2

)
≤ f(x) + f(y)

2
(7.1)

for all x, y ∈ R (see Figure 7.1).

Convex functions were first introduced by J.L.W.V. Jensen in 1905,
although functions satisfying the condition (7.1) had been treated by
Hadamard (1893) and Hölder (1889). In 1905, Jensen wrote

It seems to me that the notion of convex functions is just
as fundamental as positive or increasing functions. If I am
not mistaken in this, the notion ought to find its place in
elementary expositions of the theory of real functions.

93
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Figure 7.1. Geometrical interpretation on convexity.

Example. The followings are examples of convex functions:

(a) f(x) = mx+ c on R for any m, c ∈ R

(b) f(x) = x2 on R

(c) f(x) = eαx on R for any α ≥ 1 or α ≤ 0

(d) f(x) = |x|α on R for any α ≥ 1

(e) f(x) = x log x on R+

(f) f(x) = tanx on
[
0, π

2

]
A finite sum of convex functions is also a convex function. However, the
product of convex functions is not necessarily convex. For example,

f(x) = x2 and g(x) = ex

are convex functions on R but their product

h(x) = x2ex

is not a convex function on R.

If A : R→ R is an additive function, then A is also a convex function.
Since

A

(
x+ y

2

)
=

1
2
A(x+ y) =

1
2

(A(x) +A(y)),
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A satisfies

A

(
x+ y

2

)
≤ A(x) +A(y)

2
.

Therefore A is a convex function.

If A : R → R is an additive function and f : R → R is a convex
function, then their composition f(A(x)) is a convex function.

7.3 The Jensen Functional Equation

The following functional equation

f

(
x+ y

2

)
=

1
2

(f(x) + f(y))

for all x, y ∈ R is called the Jensen functional equation.

Definition 7.1. A function f : R→ R is said to be Jensen if it satisfies

f

(
x+ y

2

)
=
f(x) + f(y)

2
∀ x, y ∈ R.

Definition 7.2. A function f : R→ R is said to be affine if it is of the
form

f(x) = cx+ a,

where c, a are arbitrary constants.

We want to show that every continuous Jensen function on R is affine.

Theorem 7.1. The function f : R → R satisfies the Jensen functional
equation

f

(
x+ y

2

)
=
f(x) + f(y)

2
(JE)

for all x, y ∈ R if and only if

f(x) = A(x) + a, (7.2)

where A : R→ R is an additive function and a is an arbitrary constant.

Proof. It is easy to verify that (7.2) satisfies the Jensen equation (JE).

Letting y = 0 in (JE), we get

f
(x

2

)
=
f(x)

2
+
a

2
, (7.3)
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where a = f(0). Putting (7.3) in (JE) we see that

f(x+ y) + a

2
=
f(x) + f(y)

2

which is
f(x+ y) + a = f(x) + f(y). (7.4)

Define A : R→ R by
A(x) = f(x)− a. (7.5)

Then from (7.4), we see that

A(x+ y) = A(x) +A(y).

Hence we have the asserted solution

f(x) = A(x) + a,

where A : R→ R is an additive function.

The following theorem is obvious from the last theorem.

Theorem 7.2. Every continuous Jensen function is affine.

The proof of this result does not extend to functions defined on a
closed and bounded interval. Next we determine the general continuous
solution of (JE) on a closed and bounded interval [a, b] for some a, b in
R. First we need the following definition.

Definition 7.3. Let m and n be two positive integers. A rational number
of the form

m

2n

is called a dyadic rational number.

Theorem 7.3. The continuous solution of

f

(
x+ y

2

)
=
f(x) + f(y)

2
(JE)

for all x, y ∈ [a, b] is given by

f(x) = α+ β x, (7.6)

where α and β are arbitrary constants.
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Proof. Define a new function F : [0, 1]→ R as

F (y) = f((b− a)y + a) for y ∈ [0, 1]. (7.7)

Note that since (b−a)y+a ∈ [a, b], therefore y ∈ [0, 1]. Hence the domain
of the function F is [0, 1]. Next we show that F satisfies (JE). For this
we compute F

(
x+y

2

)
as

F

(
x+ y

2

)
= f

(
(b− a)

(
y + x

2

)
+ a

)
= f

(
[(b− a)x+ a] + [(b− a)y + a]

2

)
=
f((b− a)x+ a) + f((b− a)y + a)

2

=
F (x) + F (y)

2
, ∀ x, y ∈ [0, 1].

Thus F satisfies the Jensen functional equation on [0, 1]. Letting x = 0
and y = 1 in (JE), we get

F

(
1
2

)
=
F (0) + F (1)

2
=
c+ d

2
= c+

1
2

(d− c),

where c = F (0) and d = F (1). Similarly, letting x = 0 and y = 1
2 in

(JE), we have

F

(
1
4

)
=
F (0) + F

(
1
2

)
2

=
c+ c+ 1

2 (d− c)
2

= c+
1
4

(d− c).

Now letting x = 1
2 and y = 1 in (JE), we obtain

F

(
3
4

)
=
F
(

1
2

)
+ F (1)
2

= c+
3
4

(d− c).

Next we will show that if x is any real number of the form m
2k

where m
and k positive integers satisfying 0 ≤ m ≤ 2k, then

F (x) = c+ x (d− c). (7.8)

We proceed by induction on k. We have already shown that the assertion
is true for k = 1, 2. Assume that (7.8) holds for k = n and consider two
cases:

cases �
�
��*

HHH
Hj

case (a) x = 2m
2n+1

case (b) x = 2m+1
2n+1
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In case (a) we have

F

(
2m

2n+1

)
= F

(m
2n
)

= c+
m

2n
(d− c) = c+

2m
2n+1

(d− c),

and in the case (b)

F

(
2m+ 1
2n+1

)
= F

(
1
2

[
m

2n
+
m+ 1

2n

])
=
F
(
m
2n

)
+ F

(
m+1
2n

)
2

=
1
2

[
c+

m

2n
(d− c) + c+

m+ 1
2n

(d− c)
]

= c+
2m+ 1
2n+1

(d− c).

Hence (7.8) is satisfied for all dyadic rationals x in [0, 1]. Since F is
continuous and the subset of all dyadic rationals in [0, 1] is dense in
[0, 1], we have

F (x) = c+ x(d− c)

for all x ∈ [0, 1]. This yields

f(x) = α+ βx,

where α, β are arbitrary constants. The proof of the theorem is now
complete.

Remark 7.1. We have seen in the proof of the above theorem that the
function F defined by F (x) = f((b− a)x+ a) satisfies the Jensen func-
tional equation on the interval [0, 1]. Following the proof of Theorem
7.1, one can easily show that F (x) = A(x) + α, where A : [0, 1] → R
is an additive function and α is an arbitrary constant. By Theorem 4.2,
the additive function can be extended from [0, 1] to R. Thus the general
solution f : [a, b]→ R of the Jensen equation can be given by

f(x) = A

(
x− a
b− a

)
+ α,

where A : R→ R is an additive function.

Hence we have the following theorem.

Theorem 7.4. The general solution of

f

(
x+ y

2

)
=
f(x) + f(y)

2
(JE)
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for all x, y ∈ [a, b] is given by

f(x) = A

(
x− a
b− a

)
+ α, (7.9)

where α is an arbitrary constant and A : R→ R is an additive function.

7.4 A Related Functional Equation

Popoviciu (1965) demonstrated that if I is a nonempty interval and
f : I → R is a convex function, then f satisfies the inequality

3f
(
x+ y + z

3

)
+ f(x) + f(y) + f(z)

≥ 2
[
f

(
x+ y

2

)
+ f

(
y + z

2

)
+ f

(
z + x

2

)]

for all x, y, z ∈ I. If we change the inequality sign to an equality sign
in the above inequality, then we have a functional equation of Jensen
type. In this section, our goal is to determine the general solution of this
Jensen type functional equation, namely,

3f
(
x+ y + z

3

)
+ f(x) + f(y) + f(z)

= 2
[
f

(
x+ y

2

)
+ f

(
y + z

2

)
+ f

(
z + x

2

)]
(7.10)

for all x, y, z ∈ R.

In Theorem 7.5 the general solution of the functional equation (7.10)
is provided following Trif (2000).

Theorem 7.5. The function f : R→ R satisfies the functional equation
(7.10) for all x, y, z ∈ R if and only if

f(x) = A(x) + b (7.11)

for all x ∈ R, where A : R → R is an additive function and b is an
arbitrary real constant.

Proof. It is easy to see that if f is of the form (7.11), then f is a solution
of the functional equation (7.10).
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Now we prove the converse. That is, every solution of (7.10) is of the
form (7.11). First, we define a function A : R→ R by

A(x) = f(x)− b (7.12)

for all x ∈ R, where b = f(0). Then A(0) = 0 and the function A satisfies

3A
(
x+ y + z

3

)
+A(x) +A(y) +A(z)

= 2
[
A

(
x+ y

2

)
+A

(
y + z

2

)
+A

(
z + x

2

)]
(7.13)

for all x, y, z ∈ R. Substitute y = x and z = −2x in (7.10) to obtain

A(−2x) = 4A
(
−x

2

)
(7.14)

for all x ∈ R. Replacing x by −x in (7.14), we have

A(2x) = 4A
(x

2

)
(7.15)

for all x ∈ R. Again replacing x by 2x in (7.15), we have

A(4x) = 4A (x) (7.16)

for all x ∈ R. Putting y = z = 0 in (7.13) and taking account of (7.15),
we obtain

3A
(x

3

)
= A (2x)−A (x) (7.17)

for all x ∈ R. Substituting y = x and z = 0 in (7.13) and taking account
of (7.17), we obtain

A (4x) = A (2x)− 4A
(x

2

)
(7.18)

for all x ∈ R. From (7.15), (7.16) and (7.18) it follows that

A (2x) = 2A (x) (7.19)

for all x ∈ R. Putting y = x and z = −x in (7.13) and taking account of
(7.17) and (7.18), we obtain

A (−x) = −A (x) (7.20)

for all x ∈ R. Finally substituting z = −x − y in (7.13) and taking
account of (7.18) and (7.19), we obtain

A (x+ y) = A (x) +A (y)

for all x, y ∈ R. Therefore A : R→ R is an additive function and hence
from (7.12) we obtain the asserted solution (7.11). This completes the
proof of the theorem.
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7.5 Concluding Remarks

If we let x = u+ v and y = u− v in (JE), then we have

f(u) =
1
2

[f(u+ v) + f(u− v)]

for all u, v ∈ R. Hence the Jensen functional equation can also be written
as

f(x+ y) + f(x− y) = 2 f(x).

This representation has some advantages over (JE) while studying the
Jensen equation on algebraic structures. For an arbitrary group G, we
denote · as its group operation and e as the identity element. To simplify
our writing, we write xy, instead of x · y. If G is abelian, the group
operation and the identity element are denoted by + and 0, respectively.
In this case we write xy as x+ y. Similar notations will be adapted for
semigroups.

Sinopoulos (2000) proved the following result concerning the Jensen
type functional equation on semigroup.

Theorem 7.6. Let (S,+) be a commutative semigroup, G a 2-
cancellative abelian group, and σ an endomorphism of S such that
σ(σx) = x for x ∈ S. Then the general solution f : S → G of the
Jensen functional equation

f(x+ y) + f(x+ σy) = 2f(x) ∀x, y ∈ S (7.21)

is given by
f(x) = A(x) + a ∀x ∈ S, (7.22)

where a ∈ G is an arbitrary constant and A : S → G is an arbitrary
additive function with A(σx) = −A(x) for all x ∈ S.

Proof. In (7.21) we first replace y by y + σy to obtain

f(x+ y + σy) = f(x). (7.23)

Similarly, replacing x by x+ z in (7.21), we have

f(x+ z + y) + f(x+ z + σy) = 2f(x+ z). (7.24)

Interchanging y with z in (7.24), we obtain

f(x+ y + z) + f(x+ y + σz) = 2f(x+ y). (7.25)
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Adding the equations (7.24) and (7.25) and using (7.21), we have

f(x+ z + y) + f(x+ z + σy) + f(x+ y + z) + f(x+ y + σz)
= 2f(x+ z) + 2f(x+ y)

which simplifies to

2f(x+ y + z) + f(x+ (z + σy)) + f(x+ σ(z + σy))
= 2f(x+ z) + 2f(x+ y).

Using (7.21), we obtain

2f(x+ y + z) + 2f(x) = 2f(x+ z) + 2f(x+ y). (7.26)

Setting z = σx in (7.26) and using (7.23), we get

f(y) + f(x) = f(x+ σx) + f(x+ y). (7.27)

Interchanging x with y, we see that f(x + σx) = f(y + σy); that is,
f(x+ σx) is a constant, say, a. So (7.27) yields

[f(x+ y)− a] = [f(x)− a] + [f(y)− a] (7.28)

which leads to (7.22) with A(x) = f(x) − a. Substituting (7.22) back
into (7.21), we see that A(σx) = −A(x) and this completes the proof of
the theorem.

If f : G → H, where G is a group and H is an abelian group, then
Jensen equation can be written as

f(xy) + f
(
xy−1

)
= 2 f(x) (7.29)

and
f(xy) + f

(
y−1x

)
= 2 f(x) (7.30)

for all x, y ∈ G. If G is abelian, then both these equations are equivalent
to each other. Corovei (1995) has shown that the first equation (7.29)
defines a semi-homomorphism. Ng (1990) has solved the functional equa-
tion (7.29) along with the normalization condition f(e) = 0 when G is
a free group with up to two generators and when G = GL2(Z). The
solution of (7.29) was given in Ng (1999) for all free groups and for
GLn(Z), n ≥ 3. The solution of (7.30) was given in Ng (2001) together
with f(e) = 0 for all free groups and for more specific groups including
GLn(Z).
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A generalization of the functional equation (7.10) is the following:

n

(
n− 2
k − 2

)
f

(
x1 + x2 + · · ·+ xn

n

)
+
(
n− 2
k − 1

) n∑
i=1

f(xi)

=
∑

1≤i1<···<ik≤n

k f

(
xi1 + · · ·+ xik

k

)
,

where n and k are positive integers such that a ≤ k ≤ n − 1. This
functional equation was studied by Trif (2002).

Replacing x and y by s and it, respectively, in the functional equation
(JE), where s and t are real variables, and taking the absolute values of
the resulting equation, one obtains the functional equation∣∣∣∣f (s+ it

2

)∣∣∣∣ =
∣∣∣∣f(s) + f(i t)

2

∣∣∣∣ (7.31)

for all s, t ∈ R. Haruki and Rassias (1995) investigated the solution of this
generalized Jensen functional equation. They proved that the only entire
solution of the functional equation (7.31) is of the form f(z) = Az +B,
where A,B are arbitrary complex constants.

7.6 Exercises

1. Find all functions f : C→ C that satisfy the functional equation

f

(
x+ y

2

)
=
f(x) + f(y)

2

for all x, y ∈ C.

2. Find all functions f : R→ R that satisfy the functional equation

f

(
x+ y + z

3

)
=
f(x) + f(y) + f(z)

3

for all x, y, z ∈ R.

3. Find all functions f : [0, 1]→ R that satisfy the functional equation

f

(
x+ y + z

3

)
=
f(x) + f(y) + f(z)

3

for all x, y, z ∈ [0, 1].
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4. Find all functions f : C→ C that satisfy the functional equation∣∣∣∣f (x+ y

2

)∣∣∣∣ =
|f(x)|+ |f(y)|

2

for all x, y ∈ C.

5. Find all functions f : C→ C that satisfy the functional equation

f(x+ y) + f(x− y) = 2 f(x)

for all x, y ∈ C.

6. Let p, q, r be three a priori chosen positive integers. Find all functions
f : R→ R that satisfy the functional equation

f

(
px+ qy

r

)
=
pf(x) + qf(y)

r

for all x, y ∈ C.

7. Find all functions f : R2 → R that satisfy the functional equation

3f
(
x1 + y1

2
,
x2 + y2

2

)
=
f(x1, x2) + f(y1, y2)

2

for all x1, x2, y1, y2 ∈ R.

8. Find all functions f : R→ R that satisfy the functional equation

3f
(
x+ y + z

3

)
+ f(x) + f(y) + f(z)

= 2
[
f

(
x+ y

2

)
+ f

(
y + z

2

)
+ f

(
z + x

2

)]
for all x, y, z ∈ R.

9. Prove that any function f : R→ R that satisfies functional equation
f(x+ y) + f(x− y) = 2f(x) for all x, y ∈ R also satisfies the equation

f(x+ y + z) + f(x) + f(y) + f(z) = f(x+ y) + f(y + z) + f(x+ z)

for all x, y, z ∈ R.

10. Let n ≥ 3 be any positive integer. Find all functions f : R→ R that
satisfy the functional equation

f

(
x1 + x2 + · · ·+ xn

n

)
=
f(x1) + f(x2) + · · ·+ f(xn)

n

for all x1, x2, ..., xn ∈ R.
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11. Find all functions f : R→ R that satisfy the functional equation

f(x+ 2y) + f(x− 2y) = 2f(x)

for all x, y ∈ R.

12. If A : R → R is an additive function and f : R → R is a convex
function, then show that their composition f(A(x)) is a convex function.





Chapter 8

Pexider’s Functional Equations

8.1 Introduction

In 1903, J.V. Pexider considered the following functional equations:

f(x+ y) = g(x) + h(y), (8.1)
f(x+ y) = g(x)h(y), (8.2)
f(xy) = g(x) + h(y), (8.3)
f(xy) = g(x)h(y) (8.4)

for all x, y ∈ R with f, g, h : R → R. These functional equations are
generalizations of Cauchy functional equations, namely

f(x+ y) = f(x) + f(y),
f(x+ y) = f(x)f(y),
f(xy) = f(x) + f(y),
f(xy) = f(x)f(y),

for all x, y ∈ R. He has solved each of these functional equations (8.1)-
(8.4) for continuous real functions.

In this chapter, we determine the general solution of the functional
equations (8.1) and (8.2). We also consider the pexiderization of the
Jensen functional equation and provide its general solution. Finally, we
end this chapter by providing the general solution of a functional equa-
tion treated by Hardy, Littlewood and Polya (1934).

8.2 Pexider’s Equations

In this section, we provide the solution of only equations (8.1) and
(8.2) and leave the equations (8.3) and (8.4) for the reader.

107
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Theorem 8.1. The general solution f, g, h : R → R of the functional
equation

f(x+ y) = g(x) + h(y), for x, y ∈ R (8.1)

is given by
f(x) = A(x) + α+ β

g(x) = A(x) + β

h(y) = A(y) + α,

 (8.5)

where A : R→ R is an additive function and α, β are arbitrary constants.

Proof. Letting y = 0 in (8.1) we obtain

g(x) = f(x)− α, (8.6)

where α = h(0). Similarly letting x = 0 in (8.1), we get

h(y) = f(y)− β, (8.7)

where β = g(0). Letting (8.6) and (8.7) into (8.1), we have

f(x+ y) = f(x) + f(y)− α− β. (8.8)

Defining A : R→ R by

A(x) = f(x)− α− β for x ∈ R, (8.9)

we see that
A(x+ y) = A(x) +A(y).

Hence A is an additive function on R and from (8.9), we have

f(x) = A(x) + α+ β. (8.10)

Using (8.10) and (8.6), we get

g(x) = A(x) + β

and from (8.10) and (8.7), we get

h(y) = A(y) + α.

The proof is now complete.
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Corollary 8.1. The general continuous solution of the Pexider’s equa-
tion

f(x+ y) = g(x) + h(y) for x, y ∈ R

is given by
f(x) = mx+ α+ β

g(x) = mx+ β

h(y) = my + α,


where m,α, β are arbitrary constants.

Theorem 8.2. The general solution f, g, h : R → R of the functional
equation

f(x+ y) = g(x)h(y) for x, y ∈ R (8.2)

is given by
f(x) = abE(x)
g(x) = aE(x)
h(y) = bE(y)

 (8.11)

together with the trivial solutions

f(x) = 0
g(x) = 0
h(y) = arbitrary

 (8.12)

and
f(x) = 0
g(x) = arbitrary
h(y) = 0,

 (8.13)

where E is exponential and a and b are nonzero constants.

Proof. It is easy to check that f, g, h given in (8.11), (8.12) and (8.13)
are the solutions of (8.2).

Letting y = 0 in (8.2), we get

f(x) = g(x)h(0). (8.14)

We have two cases to consider. Case (1): h(0) = 0 and Case (2): h(0) 6= 0.

Case 1. Suppose h(0) = 0. Then from (8.14), we get f(x) = 0 for all
x ∈ R. Using this in (8.2), we get g(x)h(y) = 0, and thus we have the
solutions (8.13) and (8.12) with h(0) = 0.
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Case 2. Suppose h(0) 6= 0. Letting b = h(0), we get from (8.14)

g(x) =
f(x)
b

. (8.15)

Similarly, letting x = 0 in (8.2), we obtain

f(y) = g(0)h(y) (8.16)

for all y ∈ R. If g(0) = 0, then f(y) = 0 for all y ∈ R and thus g(x)h(y) =
0. Hence we have the solutions (8.12) and (8.13) with g(0) = 0.

Suppose g(0) 6= 0. Then

h(y) =
f(y)
a

, (8.17)

where a = g(0). Letting (8.15) and (8.17) into (8.2), we get

f(x+ y) =
f(x)f(y)

ab
. (8.18)

Defining E : R→ R by

E(x) =
f(x)
ab

, (8.19)

we get from (8.18)
E(x+ y) = E(x)E(y). (8.20)

Hence E is an exponential function on R. Therefore

f(x) = abE(x). (8.21)

From (8.21) and (8.15), we have

g(x) = aE(x).

Similarly, from (8.21) and (8.17), we have

h(y) = bE(y).

Since no more cases are left, the proof of the theorem is now complete.

Corollary 8.2. The nontrivial continuous solution of (8.2) is given by

f(x) = ab ekx

g(x) = a ekx

h(y) = b eky,

where a, b, k are arbitrary real constants.
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Let (G,⊕) and (H,⊗) be two groups and f, g, h : G→ H. Then the
Pexider’s equations can be written as

f(x⊕ y) = g(x)⊗ h(y)

for all x, y ∈ G. The Pexider’s equations have been studied on certain
kind of groups.

8.3 Pexiderization of the Jensen Functional Equa-
tion

The Jensen functional equation can be generalized to

f

(
x+ y

2

)
=
g(x) + h(y)

2
for x, y ∈ R, (8.22)

where f, g, h : R→ R are unknown functions to be determined.

The following theorem presents the general solution of (8.22).

Theorem 8.3. The general solution of (8.22) is given by

f(x) = 2A(x) + α+ β

g(x) = 2A(x) + 2α
h(y) = 2A(y) + 2β,

 (8.23)

where A : R→ R is additive and α, β are arbitrary constants.

Proof. Define F,G,H : R→ R by

F (t) = f

(
t

2

)
G(t) =

g(t)
2

H(t) =
h(t)

2
.


(8.24)

Then by (8.24), we get from (8.22)

F (x+ y) = G(x) +H(y) (8.25)

for all x, y ∈ R. From Theorem 8.1, we obtain

F (x) = A(x) + α+ β
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G(x) = A(x) + β

H(y) = A(y) + α,

where α, β are constants and A : R→ R additive. From (8.24), we obtain

f
(x

2

)
= A(x) + α+ β

1
2
g(x) = A(x) + β

1
2
h(y) = A(y) + α.

Therefore

f(x) = 2A(x) + α+ β

g(x) = 2A(x) + 2β
h(y) = 2A(y) + 2α

and the proof is now complete.

8.4 A Related Equation

A direct generalization of the Cauchy equations

f(x+ y) = f(x) + f(y) ∀x, y ∈ R

and
f(x+ y) = f(x) f(y) ∀x, y ∈ R

is the following:
f(x+ y) = f(x)h(y) + k(y) (8.26)

for all x, y ∈ R.

This functional equation arises in the characterization of homoge-
neous means and has been studied by Nagumo (1930), de Finetti (1931)
and Jessen (1931). The solution of this functional equation can be found
in the classical book Inequalities by Hardy, Littlewood and Polya (1934).
The solution of this equation can also be found in Aczél (1966).

Now we proceed to determine the general solution of the equation
(8.26).
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To solve (8.26), substitute x = 0 to get

f(y) = f(0)h(y) + k(y). (8.27)

Subtracting (8.27) from (8.26), we obtain

f(x+ y)− f(y) = [f(x)− f(0)]h(y). (8.28)

Define φ : R→ R by

φ(y) = f(y)− f(0), for y ∈ R. (8.29)

Hence (8.28) and (8.29) yield

φ(x+ y) = φ(x)h(y) + φ(y), (8.30)

where
φ(0) = 0. (8.31)

Interchanging x with y in (8.30), we get

φ(y + x) = φ(y)h(x) + φ(x). (8.32)

Comparing (8.30) and (8.32), we have

φ(x)h(y) + φ(y) = φ(y)h(x) + φ(x)

which is
φ(x) [h(y)− 1] = φ(y) [h(x)− 1] (8.33)

for all x, y ∈ R.

If h(y) = 1 for all y ∈ R, then (8.30) reduces to

φ(x+ y) = φ(x) + φ(y).

Hence
φ(x) = A(x),

where A : R → R is an additive function. From (8.29) and (8.27), we
obtain

f(x) = A(x) + f(0)

and
k(y) = A(y).

Hence
f(x) = A(x) + a

h(x) = 1
k(y) = A(y),

 (8.34)
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where a is an arbitrary constant, is a solution of (8.26).

Next we assume h(y) 6≡ 1. Then there exists a y0 such that h(y0) 6= 1.
From (8.33) we obtain (with y = y0)

φ(x) [h(y0)− 1] = φ(y0) [h(x)− 1]

or

φ(x) =
φ(y0)

h(y0)− 1
[h(x)− 1]

which is
φ(x) = α[h(x)− 1], (8.35)

where α is a constant. Now we consider two cases based on whether
α = 0 or α 6= 0. If α = 0, then φ(x) = 0 and by (8.29), we have

f(y) = f(0)

for all y ∈ R. That is,
f(y) = a,

where a is a constant. Hence by (8.27)

k(y) = a[1− h(y)].

Thus for this case the solution of (8.26) is

f(x) = a

h(x) arbitrary but not identically one
k(y) = a[1− h(y)].

 (8.36)

If α 6= 0, then (8.35) in (8.30) gives

α [h(x+ y)− 1] = α [h(x)− 1]h(y) + α [h(y)− 1]

which is
h(x+ y) = h(x)h(y).

Hence
h(x) = E(x), (8.37)

where E : R → R is an exponential function. Hence using (8.37) in
(8.35), we have

φ(x) = α[E(x)− 1]. (8.38)

From (8.38) and (8.29) we get

f(x) = α[E(x)− 1] + f(0)



Pexider’s Functional Equations 115

which is
f(x) = α[E(x)− 1] + a. (8.39)

Using (8.37) and (8.39) in (8.27), we obtain

k(y) = (α− a)[E(y)− 1].

Therefore
f(x) = α[E(x)− 1] + a

h(x) = E(x)
k(y) = (α− a)[E(x)− 1]

 (8.40)

is a solution of (8.26).

Thus we have proved the following theorem.

Theorem 8.4. The functions f, h, k : R → R satisfy the functional
equation (8.26)

f(x+ y) = f(x)h(y) + k(y)

for all x, y ∈ R if and only if (8.34) or (8.36) or (8.40) holds.

8.5 Concluding Remarks

One of the striking features of functional equations is the fact that,
contrary to differential equations, a single equation can determine more
than one functions. Pexider functional equations are generalization of
Cauchy functional equations having three unknown functions. In this
chapter we saw how to determine these unknown functions from one
single equation.

Hosszú (1962) has treated the Pexider’s equation f(xy) = g(x)+h(y),
where x, y are elements of a groupoid Q with binary operation xy and
f, g, h are mappings of Q onto another groupoid G whose operation
is written additively. Vincze (1962b) has also treated the more general
equation f(x·y) = g(x)h(y) where the functions f, g and h are defined in
a semigroup S and the values of these functions are elements of a group
G possibly enlarged by adding a zero-element. He found the general
solution of this equation under the supposition that there exist a, b ∈ S
such that a·S = S ·b = S. He asked whether in case of abelian semigroups
S, the conditions of solvability of the above equation can be replaced
by the weaker condition S · S = S; that is, the product x · y assumes
every value in S (at least once). Aczél (1964) showed that the answer is
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positive; moreover if the values of the functions f, g, h lie in a group G
(that is, no zero-element is allowed), then the condition S · S = S can
be left aside. We present Aczél’s result below.

Theorem 8.5. The most general solutions of equation f(x · y) =
g(x)h(y) among the functions f, g, h mapping an abelian semigroup S
into a group G are given by

g(x) = a k(x), h(y) = k(y) c, f(x · y) = a k(x · y) c,

where a and c are constants in G, and k is a homomorphism; that is,
k(x · y) = k(x) k(y).

Deeba and Koh (1990) give the distributional solutions of Pexider’s
functional equation f(x+ y) = g(x) + h(y).

The Pexider functional equations can be generalized to the following
equatons:

f(x1 + x2 + · · ·+ xn) = f1(x1) + f2(x2) + · · ·+ fn(xn)
f(x1 + x2 + · · ·+ xn) = f1(x1) f2(x2) · · · fn(xn)

f(x1 x2 · · · xn) = f1(x1) f2(x2) · · · fn(xn)
f(x1 x2 · · · xn) = f1(x1) + f2(x2) + · · ·+ fn(xn)

for all x1, x2, ..., xn ∈ R. These were treated by Stamate (1971).

The functional equation f(x + y) = f(x)h(y) + k(y) can be further
generalized to

f(x+ y) = g(x)h(y) + k(x) `(y). (8.41)

This functional equation contains the Pexider functional equations as
particular cases and was treated by Vincze (1960) when the unknown
functions are complex-valued and the variables range over an additive
group of complex numbers.

Another generalization of f(x+ y) = f(x)h(y) + k(y) and two of the
Pexider equations is the functional equation

f(x+ y) = g(x) + h(y) + k(x) `(y). (8.42)

The general solution of this functional equation was found by Daróczy
(1961).

The still more general equation

f(x+ y) =
n∑
i=1

gi(x)hi(y), (8.43)

containing both (8.41) and (8.42), was solved under differentiability
conditions by Levi-Civita (1913) and via distribution theory by Fenyö
(1956).
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8.6 Exercises

1. Find all functions f, g, h : R→ R that satisfy the functional equation

f(xy) = g(x) + h(y)

for all x, y ∈ R.

2. Find all functions f, g, h : R→ R that satisfy the functional equation

f(xy) = g(x)h(y)

for all x, y ∈ R.

3. Find all functions f, g, h, k : R→ R that satisfy the functional equa-
tion

f(xy) = g(x)h(y) + k(y)

for all x, y ∈ R.

4. Find all functions f, g, h : R→ R that satisfy the functional equation

f(x+ y) + g(x− y) = h(y)

for all x, y ∈ R.

5. Find all functions f, g, h : R→ R that satisfy the functional equation

f(x+ y) = ey g(x) + ex h(y)

for all x, y ∈ R.

6. Find all functions f, g, h : [0,∞) → R that satisfy the functional
equation

f(
√
x2 + y2 ) = g(x) + h(y)

for all x, y ∈ [0,∞).

7. Let α be a positive real number and a, b, c ∈ R. Find all functions
f, g, h : R→ R that satisfy the functional equation

f(ax+ by + c) = αxy g(x) g(y)

for all x, y ∈ R.

8. Find all functions f, g : R→ R that satisfy the functional equation

f(x+ y) g(x− y) = f(x) g(x)

for all x, y ∈ R.
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9. Find all functions f, g : R → R and h : R2 → R that satisfy the
functional equation

f(x+ y + z) = g(x)h(y, z)

for all x, y, z ∈ R.

10. Find all functions f, g : R→ R that satisfy the functional equation

f(x+ y) = f(x) f(y) g(xy)

for all x, y ∈ R.

11. Find all functions f, g, h, k : R → R that satisfy the functional
equation

f(x+ y) = g(x)h(y) k(xy)

for all x, y ∈ R.

12. Find all functions f, fi : R → R (i = 1, 2, ..., n) that satisfy the
functional equation

f(x1 + x2 + · · ·+ xn) = f1(x1) + f2(x2) + · · ·+ fn(xn)

for all x1, x2, ..., xn ∈ R.

13. Find all functions f, fi : R → R (i = 1, 2, ..., n) that satisfy the
functional equation

f(x1 + x2 + · · ·+ xn) = f1(x1) f2(x2) · · · fn(xn)

for all x1, x2, ..., xn ∈ R.

14. Find all functions f, g, h : R2 → R that satisfy the functional equa-
tion

f(x+ u, y + v) = g(x, y)h(u, v)

for all x, y, u, v ∈ R.



Chapter 9

Quadratic Functional Equation

9.1 Introduction

In this chapter we study biadditive functions, quadratic functions,
and the quadratic functional equation. First we show that every contin-
uous biadditive function f : R2 → R is of the form f(x, y) = c xy, where
c is an arbitrary real constant. Then we give a general representation for
the biadditive function in terms of a Hamel basis. The continuous solu-
tions of the quadratic functional equation is determined in section three
of this chapter. Section 4 deals with the representation of quadratic func-
tions in terms of the diagonal of symmetric biadditive functions. Finally,
the pexiderized version of the quadratic functional equation is treated
in Section 5 of this chapter.

9.2 Biadditive Functions

In Chapter 3, we studied some interesting properties of additive func-
tions f : R2 → R in two variables. An additive function f : R2 → R in
two variables is defined as

f(x+ y, u+ v) = f(x, u) + f(y, v) (9.1)

for all x, y, u, v ∈ R. The continuous general solution of (9.1) is given by

f(x, u) = k1x+ k2u, (9.2)

where k1, k2 are arbitrary constants. The general representation of the
additive functions f : R2 → R is given by

f(x, u) = A1(x) +A2(u), (9.3)

where A1, A2 : R→ R are additive functions on R.

119
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Definition 9.1. A function f : R2 → R is said to be biadditive if and
only if f is additive in each variable, that is,

f(x+ y, z) = f(x, z) + f(y, z),
f(x, y + z) = f(x, y) + f(x, z)

for all x, y, z ∈ R.

For example,
f(x, y) = cxy for x, y ∈ R (9.4)

is biadditive, where c is a constant. To see this consider

f(x+ y, z) = c (x+ y) z
= cxz + cyz

= f(x, z) + f(y, z).

Similarly

f(x, y + z) = c x (y + z)
= cxy + cxz

= f(x, y) + f(x, z).

Hence f given by (9.4) is biadditive.

The following theorem says that there are no other continuous biad-
ditive functions besides f(x, y) = c xy.

Theorem 9.1. Every continuous biadditive map f : R2 → R is of the
form

f(x, y) = cxy

for all x, y ∈ R for some constant c in R.

Proof. Let f : R2 → R be a continuous biadditive map. Hence f satisfies

f(x+ y, z) = f(x, z) + f(y, z) (9.5)

for all x, y, z ∈ R. Letting x = 0 = y in (9.5), we obtain

f(0, z) = 0

for all z ∈ R. For fixed z, define

φ(x) = f(x, z). (9.6)

Then (9.5) reduces to

φ(x+ y) = φ(x) + φ(y) (9.7)
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for all x, y ∈ R. Since f is continuous in each variable, φ is also continuous
on R. Hence

φ(x) = k x. (9.8)

Since z is fixed, k depends on z. Hence we have

φ(x) = k(z)x.

That is,
f(x, z) = x k(z). (9.9)

Letting (9.9) into

f(x, y + z) = f(x, y) + f(x, z),

we get
x k(y + z) = x k(y) + x k(z)

for all x, y, z ∈ R. Then we have

k(y + z) = k(y) + k(z).

Since k is continuous, we obtain

k(y) = c y, (9.10)

where c is a constant. Thus

f(x, y) = c xy (9.11)

for all x, y ∈ R.

In the next theorem, we present a general representation for the
biadditive function in terms of a Hamel basis.

Theorem 9.2. Every biadditive map f : R2 → R can be represented as

f(x, y) =
n∑
k=1

m∑
j=1

αkj rk sj , (9.12)

where

x =
n∑
k=1

rk bk, y =
m∑
j=1

sj bj ,

the rk, sj being rational, while the bj are elements of a Hamel basis B
and the αkj arbitrary depending upon bk and bj.
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Proof. Let B be a Hamel basis for the set of reals R. Then every real
number x can be represented as

x =
n∑
k=1

rk bk (9.13)

with bk ∈ B and with rational coefficient rk. Similarly, any real number
y can also be represented as

y =
m∑
j=1

sj bj (9.14)

with bj ∈ B and with rational coefficient sj . Since f is biadditive,

f(x1 + x2, y) = f(x1, y) + f(x2, y), (9.15)
f(x, y1 + y2) = f(x, y1) + f(x, y2) (9.16)

for all x1, x2, y1, y2 ∈ R. From (9.15) and (9.16), using induction, we
have

f

(
n∑
k=1

xk, y

)
=

n∑
k=1

f(xk, y), (9.17)

f

(
x,

n∑
k=1

yk

)
=

n∑
k=1

f(x, yk). (9.18)

Letting x1 = x2 = · · · = xn = x and y1 = y2 = · · · = yn = y in (9.17)
and (9.18) respectively, we get

f(nx, y) = n f(x, y) = f(x, ny). (9.19)

From (9.19) with t = m
n x (that is, nt = mx), we get

n f(t, y) = f(nt, y) = f(mx, y) = mf(x, y)

or
f(t, y) =

m

n
f(x, y).

That is,
f
(m
n
x, y

)
=
m

n
f(x, y). (9.20)

Since f is biadditive, we see that

f(x, 0) = 0 = f(0, y) (9.21)
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for all x, y ∈ R. Next, substituting x2 = −x1 = x in (9.15) and using
(9.21), we obtain

f(−x, y) = −f(x, y). (9.22)

From (9.22) and (9.20) we conclude that (9.19) is valid for all rational
numbers. The same argument applies to the second variable, and so we
have for all rational numbers r and all real x and y:

f(rx, y) = r f(x, y) = f(x, ry). (9.23)

Hence by (9.13), (9.14), (9.17), (9.18) and (9.23), we obtain

f(x, y) = f

 n∑
k=1

rkbk,

m∑
j=1

sjbj


=

n∑
k=1

rk f

bk, m∑
j=1

sjbj


=

n∑
k=1

m∑
j=1

rk sj f (bk, bj)

=
n∑
k=1

m∑
j=1

rk sj αkj ,

where αkj = f(bk, bj). This completes the proof of the theorem.

9.3 Continuous Solution of Quadratic Functional
Equation

The following functional equation

f(x+ y) + f(x− y) = 2f(x) + 2f(y) for all x, y ∈ R (9.24)

is known as the quadratic functional equation. In this section, we deter-
mine its continuous solution.

Theorem 9.3. Let f : R→ R be a function that satisfies

f(x+ y) + f(x− y) = 2f(x) + 2f(y)

for all x, y ∈ R. Then f is rationally homogeneous of degree 2. Moreover
on the set of rational numbers Q, f has the form

f(r) = c r2
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for r ∈ Q, where c is an arbitrary constant.

Proof. Letting x = 0 = y in (9.24), we obtain

f(0) = 0. (9.25)

Next, replacing y by −y in (9.24), we see that

f(x− y) + f(x+ y) = 2f(x) + 2f(−y). (9.26)

Comparing (9.24) and (9.26), we have

f(y) = f(−y)

for all y ∈ R. That is, f is an even function.

Next we show that f is a rationally homogeneous function of degree
2. We put y = x in (9.24) to get

f(2x) = 4f(x)

or
f(2x) = 22f(x) for x ∈ R.

Similarly
f(2x+ x) + f(2x− x) = 2f(2x) + 2f(x)

or
f(3x) = 2f(2x) + f(x) = 8f(x) + f(x)

which is
f(3x) = 32f(x) for x ∈ R.

Hence by induction, we get

f(nx) = n2f(x) (9.27)

for all positive integers n. Next we show that (9.27) holds for all integers
n ∈ Z.

Suppose n is a negative integer. Then −n is a positive integer. Hence

f(nx) = f(−(−n)x)
= f(−nx) since f is even

= (−n)2f(x)

= n2f(x).

Hence
f(nx) = n2f(x)
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holds for all x ∈ R and all n ∈ Z.

Let r be an arbitrary rational number. Hence

r =
k

n

for some integer k ∈ Z and some natural number n ∈ N. Therefore

k = r n.

We consider

k2f(x) = f(kx)
= f(rnx)

= n2f(rx).

Therefore

f(rx) =
k2

n2
f(x)

or
f(rx) = r2f(x). (9.28)

That is, f is rationally homogeneous of degree 2.

Letting x = 1 in (9.28), we obtain

f(r) = c r2 for r ∈ Q, (9.29)

where c := f(1).

Theorem 9.4. The general continuous solution of

f(x+ y) + f(x− y) = 2f(x) + 2f(y) (QE)

for all x, y ∈ R is given by

f(x) = c x2,

where c is an arbitrary constant.

Proof. Let f be the solution of (9.24) and suppose f to be continuous.
For any real number x ∈ R there exists a sequence {rn} of rational
numbers such that

lim
n→∞

rn = x.

Since f satisfies (9.24), by previous theorem

f(rn) = c r2
n (9.30)
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for all n ∈ Z. Using the continuity of f, we have

f(x) = f
(

lim
n→∞

rn

)
= lim
n→∞

f(rn)

= lim
n→∞

(c r2
n)

= c lim
n→∞

r2
n

= c
(

lim
n→∞

rn

)2

= c x2.

Hence
f(x) = cx2 for x ∈ R.

Definition 9.2. A mapping f : R→ R is called a quadratic function if

f(x+ y) + f(x− y) = 2f(x) + 2f(y)

holds for all x, y ∈ R.

In view of the previous theorem we have proven the following fact:
Every continuous quadratic function f is of the form

f(x) = c x2,

where c is an arbitrary constant.

9.4 A Representation of Quadratic Functions

In the following theorem we show that every real-valued quadratic
function can be represented as the diagonal of a symmetric biadditive
map.

Theorem 9.5. The function f : R→ R is quadratic if and only if there
exists a symmetric biadditive map B : R2 → R such that

f(x) = B(x, x).
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Proof. Suppose f(x) = B(x, x). Then

f(x+ y) + f(x− y)
= B(x+ y, x+ y) +B(x− y, x− y)
= B(x, x+ y) +B(y, x+ y) +B(x, x− y)−B(y, x− y)
= B(x, x) +B(x, y) +B(y, x) +B(y, y)

+B(x, x)−B(x, y)−B(y, x) +B(y, y)
= 2B(x, x) + 2B(y, y)
= 2f(x) + 2f(y).

Thus f is a quadratic function.

Now we prove the converse. We suppose f : R → R is a quadratic
function, and we define B : R2 → R as

B(x, y) =
1
4

[f(x+ y)− f(x− y)] for x, y ∈ R. (9.31)

Letting y = 0 in

f(x+ y) + f(x− y) = 2f(x) + 2f(y), (9.32)

we have f(0) = 0 and x = y gives

f(2x) = 4f(x). (9.33)

Therefore

B(x, x) =
1
4

[f(2x)− f(0)]

=
1
4

[4f(x)]

= f(x).

Interchanging x with y in (9.32), we get

f(x+ y) + f(y − x) = 2f(y) + 2f(x).

Comparing this equation with (9.32), we get

f(x− y) = f(y − x).

Hence f is an even function. Next we obtain

B(x, y) =
1
4

[f(x+ y)− f(x− y)]
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=
1
4

[f(y + x)− f(y − x)]

= B(y, x).

Further,

B(−x, y) =
1
4

[f(−x+ y)− f(−x− y)]

=
1
4

[f(x− y)− f(x+ y)]

= −1
4

[f(x+ y)− f(x− y)]

= −B(x, y).

Thus B is odd in the first variable. Similarly, one can show that B is
odd in the second variable.

Next we show that B is additive in the first variable.

4[B(x+ y, z) +B(x− y, z)] = f(x+ y + z) + f(x− y + z)
− f(x+ y − z)− f(x− y − z)

= 2f(x+ z) + 2f(y)− 2f(x− z)− 2f(y)
= 2f(x+ z)− 2f(x− z)
= 8B(x, z).

Therefore we have shown

B(x+ y, z) +B(x− y, z) = 2B(x, z) for x, z ∈ R. (9.34)

Interchanging x with y, we obtain

B(y + x, z) +B(y − x, z) = 2B(y, z). (9.35)

Subtracting (9.35) from (9.34), we have

B(x− y, z)−B(y − x, z) = 2B(x, z)− 2B(y, z). (9.36)

Since B is odd in each variable, (9.36) yields

B(x− y, z) = B(x, z)−B(y, z).

Replacing −y with y and using the fact that B is an odd function in the
first variable, we get

B(x+ y, z) = B(x, z) +B(y, z).

Therefore B : R2 → R is additive in the first variable. Since B is sym-
metric, B is also additive in the second variable. Thus B is a biadditive
function. The proof of the theorem is now complete.
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9.5 Pexiderization of Quadratic Equation

The quadratic functional equation

f(x+ y) + f(x− y) = 2f(x) + 2f(y) (QE)

can be pexiderized to

f1(x+ y) + f2(x− y) = f3(x) + f4(y), (9.37)

where f1, f2, f3, f4 : R → R are unknown functions and x, y are real
numbers.

The above pexiderization is useful for characterizing quasi-inner
product spaces. To determine the general solution of (9.37) we need the
following auxiliary result from Ebanks, Kannappan and Sahoo (1992a).

Lemma 9.1. The general solution f, g, h : R → R of the functional
equation

f(x+ y) + f(x− y) = g(x) + h(y) + h(−y) (9.38)

is given by

f(x) = B(x, x) +
1
2
A(x)− b

2
g(x) = 2B(x, x) +A(x)− b− a

h(x) + h(−x) = 2B(x, x) + a,

 (9.39)

where B : R2 → R is a symmetric biadditive function, A : R → R is an
additive function and a, b are arbitrary elements of R.

Proof. By letting y = 0 in (9.38), we get

g(x) = 2f(x)− 2h(0). (9.40)

Using (9.40), we rewrite (9.38) as

f(x+ y) + f(x− y)− 2f(x) = h(y) + h(−y)− 2h(0) (9.41)

for all x, y ∈ R. Now, x = 0 in (9.41) yields

h(y) + h(−y)− 2h(0) = f(y) + f(−y)− 2f(0) (9.42)

so that (9.41) becomes

f(x+ y) + f(x− y)− 2f(x) = f(y) + f(−y)− 2f(0). (9.43)
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We define B : R2 → R by

2B(x, y) = f(x+ y)− f(x)− f(y) + f(0) for x, y ∈ R. (9.44)

From (9.44) and (9.43) we obtain

2B(x+ u, y) + 2B(x− u, y)
= f(x+ u+ y) + f(x− u+ y)− {f(x+ u) + f(x− u)}
− 2f(y) + 2f(0)

= f(x+ u+ y) + f(x− u+ y)− {2f(x) + f(u) + f(−u)
− 2f(0)} − 2f(y) + 2f(0)

= 2f(x+ y) + f(u) + f(−u)− 2f(0)− {2f(x) + f(u)
+ f(−u)− 2f(0)} − 2f(y) + 2f(0)

= 2f(x+ y)− 2f(x)− 2f(y) + 2f(0)
= 4B(x, y).

Hence we have

B(x+ u, y) +B(x− u, y) = 2B(x, y)

for all x, u, y ∈ R. This says that B(·, y) satisfies the Jensen equation.
Hence B(·, y) is additive in the first variable, since B(0, y) = 0. Since
B defined by (9.44) is symmetric, B is additive in the second variable.
Hence B : R2 → R is a symmetric biadditive function.

Now y = x in (9.44) and (9.43) give

2B(x, x) = f(2x)− 2f(x) + f(0)
= f(x) + f(−x)− 2f(0). (9.45)

By (9.42), this gives

h(x) + h(−x) = 2B(x, x) + a,

where a = 2h(0).

Next, we define ` : R→ R by

`(x) = f(x)− f(−x) for x ∈ R. (9.46)

From (9.46) and (9.43) we conclude that

`(x+ y) + `(x− y)
= f(x+ y) + f(x− y)− {f(−y − x) + f(y − x)}
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= 2f(x) + f(y) + f(−y)− 2f(0)− {2f(−x) + f(y)
+ f(−y)− 2f(0)}

= 2`(x),

which is Jensen. Since `(0) = 0, we see that ` is additive, that is,

`(x) = A(x), (9.47)

where A : R→ R is additive and by (9.46),

f(x)− f(−x) = A(x). (9.48)

From (9.48) and (9.45) we have

f(x) = B(x, x) +
1
2
A(x)− b

2
,

where b := −2f(0). Now from (9.40) we get

g(x) = 2B(x, x) + a.

This completes the proof of the lemma.

The following corollary is obvious from the above lemma.

Corollary 9.1. The general solution f : R→ R of the functional equa-
tion

f(x+ y) + f(x− y) = 2 f(x) + f(y) + f(−y)

is given by
f(x) = B(x, x) +A(x),

where B : R×R→ R is a symmetric biadditive function and A : R→ R
is an additive function.

Remark 9.1. The above functional equation came from a result of Dry-
gas (1987) who obtained a Jordan and von Neumann type characteri-
zation theorem for quasi-inner products. In Drygas’ characterization of
quasi-inner product, the functional equation

f(x) + f(y) = f(x− y) + 2
{
f

(
x+ y

2

)
− f

(
x− y

2

)}
played an important role. By replacing y with −y in the above equation
and adding the resultant to the above equation, one obtains

f(x+ y) + f(x− y) = 2f(x) + f(y) + f(−y).

Drygas (1987) did not discuss the solution of this functional equation.
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In an Americal Mathematical Society meeting, E. Y. Deeba of the
University of Houston asked to find the solution of the functional equa-
tion

f(x+y+z)+f(x)+f(y)+f(z) = f(x+y)+f(y+z)+f(x+z). (9.49)

Kannappan (1995) determined the general solution of the above func-
tional equation when the unknown function f is defined on a vector
space and takes values on field of characteristic different from two (or
of characteristic zero). The solution of the functional equation of Deeba
can be obtained easily from the above corollary. Historically, Whitehead
(1950) was the first mathematician to consider the functional equation
(9.49), and we call this equation the Whitehead functional equation.

Corollary 9.2. The general solution f : R→ R of the functional equa-
tion (9.49) holding for all x, y, z ∈ R is given by

f(x) = B(x, x) +A(x),

where B : R×R→ R is a symmetric biadditive function and A : R→ R
is an additive function.

Proof. Letting x = y = z = 0 in (9.49), we see that f(0) = 0. Next
replacing z by −y in (9.49), we obtain

f(x+ y) + f(x− y) = 2 f(x) + f(y) + f(−y)

for all x, y ∈ R. Hence we have the asserted solution by Corollary 9.1.

Using Lemma 9.1 now we determine the general solution of the func-
tional equation (9.37) following Ebanks, Kannappan and Sahoo (1992a).

Theorem 9.6. The general solution f1, f2, f3, f4 : R → R of the func-
tional equation

f1(x+ y) + f2(x− y) = f3(x) + f4(y) for x, y ∈ R (9.36)

is given by

f1(x) =
1
2
B(x, x) +

1
4

(A1 +A2)(x) +
(
a− b

2

)
f2(x) =

1
2
B(x, x) +

1
4

(A1 −A2)(x)−
(
a+

b

2

)
f3(x) = B(x, x) +

1
2
A1(x)− (b+ c)

f4(x) = B(x, x) +
1
2
A2(x) + c,


(9.36s)
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where B : R2 → R is a symmetric biadditive function, A1, A2 : R → R
are additive functions and a, b, c are arbitrary constants.

Proof. It is easy to verify that the fi’s given in the theorem satisfy (9.37).
Now we proceed to demonstrate that the asserted form of fi’s is the only
solution of the functional equation (9.37).

Replacing y with −y in (9.37), we obtain

f1(x− y) + f2(x+ y) = f3(x) + f4(−y). (9.50)

Adding (9.50) to (9.37), we get

g(x+ y) + g(x− y) = 2f3(x) + f4(y) + f4(−y), (9.51)

where
g(x) = f1(x) + f2(x) for x ∈ R. (9.52)

Similarly, subtracting (9.50) from (9.37), we obtain

h(x+ y)− h(x− y) = f4(y)− f4(−y), (9.53)

where
h(x) = f1(x)− f2(x) for x ∈ R. (9.54)

Solving (9.37) is equivalent to solving the system of equations (9.51) and
(9.53). First, we solve (9.53). Define k : R→ R by

k(y) = f4(y)− f4(−y) for y ∈ R. (9.55)

Then (9.53) reduces to

h(x+ y)− h(x− y) = k(y) (9.56)

for all x, y ∈ R. Replacing y by −y in (9.55) or (9.56), we see that

k(y) = −k(−y). (9.57)

Hence k is an odd function. Next we substitute y = x in (9.56) to obtain

h(2x) = k(x) + h(0). (9.58)

From (9.56) we conclude that

k(y + v) + k(y − v)
= h(x+ y + v)− h(x− v − y) + h(x+ y − v)− h(x+ v − y)
= h((x+ v) + y)− h((x+ v)− y) + h((x− v) + y)
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− h((x− v)− y)
= 2k(y);

that is, k satisfies the Jensen equation with k(0) = 0. Hence k is additive;
that is,

k(y) = A1(y), y ∈ R, (9.59)

where A1 : R→ R is additive. From (9.59) and (9.58), we obtain

h(x) =
1
2
A1(x) + a, (9.60)

where a := h(0). From (9.54), (9.55) and (9.60), we get

f1(x)− f2(x) =
1
2
A1(x) + a (9.61)

and
f4(y)− f4(−y) = A1(y). (9.62)

Now we return to the functional equation (9.51). By Lemma 9.1 we get

g(x) = f1(x) + f2(x) = B(x, x) +
1
2
A2(x)− b1

2
, (9.63)

f3(x) = B(x, x) +
1
2
A2(x)− (b1 + a1)

2
, (9.64)

f4(x) + f4(−x) = 2B(x, x) + a1. (9.65)

From (9.63)–(9.65), we obtain the asserted solution. This completes the
proof.

9.6 Concluding Remarks

The quadratic functional equation f(x+y)+f(x−y) = 2f(x)+2f(y)
is very important as it serves in certain abstract spaces for the definition
of norm. It was studied by many authors (and we cite only few earlier
references) including Jensen (1878, 1897), Jordan and von Neumann
(1935), Kurepa (1959, 1962), Aczél and Vincze (1963), Aczél (1965),
and Kannappan (1995, 2000). This quadratic functional equation arises
from the definition of norm on a vector space. It is well known that a
norm square ||x||2 is equal to an inner product < x, x > on a vector space
if and only if it satisfies the parallelogram law ||x + y||2 + ||x − y||2 =
2||x||2 + 2||y||2 for all x, y in the vector space (see Figure 9.1).
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Figure 9.1. Illustration of parallelogram law.

If f(x) = ||x||2, then f satisfies the quadratic functional equation. Unless
f : R → R is regular, the general solution of the quadratic functional
equation is not of the form f(x) = c x2 for some real constant c. Kurepa
(1965) asked the following question: Which real functions f : R → R
satisfy f(x+ y) + f(x− y) = 2f(x) + 2f(y) for all real x, y and f(x) =
x4 f

(
x−1

)
for all nonzero real number x? Grzaślewicz (1978) gave a

partial solution to Kurepa’s problem.

Aczél (1965) proved the result regarding the quadratic functional
equation: Let G be an abelian group and let H be an abelian group
in which every equation of the form 2x = h ∈ H has one and only one
solution x ∈ H. Then any solution f : G→ H of the quadratic functional
equation on G is of the form f(x) = B(x, x), where B : G×G→ H is a
symmetric biadditive form.

For an arbitrary group G, we denote · as its group operation and e
as the identity element. To simplify our writing, we write xy, instead
of x · y. If G is abelian, the group operation and the identity element
are denoted by + and 0, respectively. In this case we write xy as x+ y.
Similar notations will be adapted for semigroups.

Sinopoulos (2000) proved the following result concerning the
quadratic functional equation on semigroup. For the benefit of the in-
terested readers we present the proof.

Theorem 9.7. Let (S,+) be a commutative semigroup, G a uniquely 2-
divisible abelian group, and σ an endomorphism of S such that σ(σx) =
x for x ∈ S. Then the general solution f : S → G of the quadratic
functional equation

f(x+ y) + f(x+ σy) = 2f(x) + 2f(y) ∀x, y ∈ S (9.66)

is given by
f(x) = B(x, x) +A(x) ∀x ∈ S, (9.67)

where B : S×S → G is an arbitrary symmetric biadditive function with
B(σx, y) = −B(x, y), and A : S → G is an arbitrary additive function
with A(σx) = A(x).
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Proof. Replacing y by σy in (9.66), we obtain

f(x+ σy) + f(x+ y) = 2f(x) + 2f(σy) (9.68)

for all x, y ∈ S. Comparing (9.66) and (9.68), we see that

2f(σy) = f(y) ∀ y ∈ S. (9.69)

Next, we replace x by x+ t in (9.66) to get

f(x+ t+ y) + f(x+ t+ σy) = 2f(x+ t) + 2f(y) (9.70)

for all x, y ∈ S. Again we replace x by x+ σt in (9.66) to get

f(x+ σt+ y) + f(x+ σt+ σy) = 2f(x+ σt) + 2f(y) (9.71)

for all x, y ∈ S. Subtracting (9.71) from (9.70) and simplifying, we have

f(x+ y + t)− f(x+ y + σt) + f(x+ σy + t)− f(x+ σt+ σy)
= 2f(x+ t)− 2f(x+ σt) (9.72)

for all x, y ∈ S. Define h : S × S → G by

h(x, t) =
1
4

[ f(x+ t)− f(x+ σt) ] (9.73)

for all x, t ∈ S. Then using (9.73) in (9.72), we have

h(x+ y, t) + h(x+ σy, t) = 2h(x, t) (9.74)

for all x, y, t ∈ S. For a fixed t, the functional equation (9.74) is a Jensen
functional equation and its solutions can be found from Theorem 7.6 as

h(x, t) = B(x, t) + a(t), (9.75)

where B : S × S → G is an additive function in the first variable with
B(σx, t) = −B(x, t), and a : S → G is an arbitrary function.

From (9.73) and (9.67), we see that

4h(σx, t) = f(σx+ t)− f(σx+ σt)
= f(σ(x+ σt))− f(σ(x+ t))
= f(x+ σt)− f(x+ t) (by (9.67))
= −4h(x, t).
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Hence
h(σx, t) = −h(x, t) (9.76)

for all x, t ∈ S. Again from (9.73) and (9.67), we have

4h(t, x) = f(t+ x)− f(t+ σx)
= f(t+ x)− f(σ(t+ σx)) (by (9.67))
= f(t+ x)− f(σt+ x)
= f(x+ t)− f(x+ σt)
= 4h(x, t).

Therefore h(x, t) is a symmetric function, that is,

h(x, t) = h(t, x) (9.77)

for all x, t ∈ S.

From (9.75), we see that

h(σx, t) = B(σx, t) + a(t) = −B(x, t) + a(t).

Adding this to (9.75), we have

h(x, t) + h(σx, t) = 2 a(t). (9.78)

Using (9.76) in (9.78), we see that a(t) = 0 and (9.75) reduces to

h(x, t) = B(x, t), (9.79)

where B is now a symmetric biadditive function.

Letting y = x in (9.66) and using (9.69), we have

f(2x) = 4 f(x)− f(x+ σx). (9.80)

Next letting t = x in (9.73), we obtain

f(x) = h(x, x) +
1
2
f(x+ σx) (9.81)

which by (9.79) yields

f(x) = B(x, x) +
1
2
f(x+ σx). (9.82)

Finally we replace x by x+ σx and y by y + σy in (9.66) to obtain

f(x+ σx+ y + σy) = f(x+ σx) + f(y + σy) (9.83)
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for all x, y ∈ S. Now defining A : S → G by

A(x) =
1
2
f(x+ σx) ∀x ∈ S (9.84)

and using (9.84) in (9.83), we see that

A(x+ y) = A(x) +A(y);

that is, A is an additive function on S. Moreover from (9.68) we have
A(σx) = A(x). Using (9.84) in (9.82), we obtain the asserted solution
(9.67). This completes the proof of the theorem.

On an arbitrary group the quadratic functional equation takes the
form

f(xy) + f(xy−1) = 2f(x) + 2f(y). (9.85)

A generalization of quadratic functional equation is f(xy) + f(xy−1) =
2f(x) + f(y) + f(y−1). This equation arises in the characterization
of quasi-inner product spaces. This functional equation is treated by
Ebanks, Kannappan and Sahoo (1992a). They also studied the Pex-
ider version of quadratic functional equation f1(xy) + f2(xy−1) =
f3(x) +f4(y) and obtained the solution of this functional equation when
variables x, y are in a 2-divisible group and values are in a commutative
field of characteristic different from 2.

Another generalization of (9.85) is the quadratic-trigonometric func-
tional equation

f1(xy) + f2(xy−1) = f3(x) + f4(y) + f5(x)f6(y).

The general solution of this functional equation along with

fi(txy) = fi(tyx), (i = 1, 2)

was given by Chung, Ebanks, Ng and Sahoo (1995) when the variables
x, y are in a group and values are in the additive field of complex num-
bers.

Recently, the quadratic functional equation (9.85) has been inves-
tigated on nonabelian groups. For example, Yang (2005) solved the
quadratic functional equation on free groups and on the general linear
group GLn(Z) over integers. de Place Friis and Stetkaer (2006) solved
the quadratic functional equation on various nonabelian groups such as
(ax+ b)-group, the Heisenberg group, and GLn(R).
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9.7 Exercises

1. Find all functions f : R→ R that satisfy the functional equation

f(x+ y + z) + f(x) + f(y) + f(z) = f(x+ y) + f(y + z) + f(z + x)

for all x, y, z ∈ R.

2. Find all functions f : R→ R that satisfy the functional equation

f(x− y − z) + f(x) + f(y) + f(z) = f(x− y) + f(y + z) + f(z − x)

for all x, y, z ∈ R.

3. Find all functions f : R→ R that satisfy the functional equation

f(x+ y) f(x− y) = f(x)2 f(y)2

for all x, y, z ∈ R.

4. Find all functions f : C→ C that satisfy the functional equation

f(x+ y) f(x− y) = f(x)2 f(y)2

for all x, y, z ∈ C.

5. Let k be a positive integer. Find all functions f : R→ R that satisfy
the functional equation

f(kx+ y) + f(kx− y) = 2k2 f(x) + 2 f(y)

for all x, y ∈ R.

6. Find all functions f : R→ R that satisfy the functional equation

3f(x) + 3f(y) + 3f(z)
= f(x+ y + z) + f(x− y) + f(y − z) + f(z − x)

for all x, y, z ∈ R.

7. Find all functions f : R2 → R that satisfy the functional equation

f(x+ u, y + v) + f(x− u, y − v) = 2 f(x, y) + 2 f(u, v)

for all x, y, u, v ∈ R.
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8. Let a be a nonzero real number. Find all functions f : R → R that
satisfy the functional equation

f

(
x+ y

a

)
+ f

(
x− y
a

)
=

2 f(x) + 2 f(y)
a

for all x, y ∈ R.

9. Find all functions f : R→ R that satisfy the functional equation

f(2x+ y) + f(2x− y) = f(x+ y) + f(x− y) + 2f(2x)− 2f(x)

for all x, y ∈ R.

10. Find all functions f : R2 → R that satisfy the functional equation

f(x+ y, u+ v) + f(x+ y, u− v)
= 2f(x, u) + 2f(x, v) + 2f(y, u) + 2f(y, v)

for all x, y, u, v ∈ R.

11. Let λ be a real number. Find all functions f : R → R that satisfy
the functional equation

f

(
x+ y

2

)
+ f

(
x− y

2

)
= 2f

(x
2

)
+ 2f

(y
2

)
+ λf(x)f(y)

for all x, y ∈ R.

12. Let a, b be nonzero real numbers satisfying a 6= 2b2. Find all functions
f : R→ R that satisfy the functional equation

f(ax+ by) + f(ax− by)

=
a

2
f(x+ y) +

a

2
f(x− y) + (2a2 − a)f(x) + (2b2 − a)f(y)

for all x, y ∈ R.

13. Find all functions f : R→ R that satisfy the functional equation

f(x+ y) f(x− y) = f(x)2 f(y) f(−y)

for all x, y ∈ R.

14. Find all functions f, g : R→ R that satisfy the functional equation

f(x+ y) f(x− y) = f(x) f(y) g(x) g(−y)

for all x, y ∈ R.
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15. Let n be a positive integer. Find all functions f : R→ R that satisfy
the functional equation

f(x+ ny) f(x− ny) = 2f(x) + 2n2f(y)

for all x, y ∈ R.

16. Find all functions f : R→ R that satisfy the functional equation

f(x+y+z)+f(x+y−z)+f(y+z−x)+f(z+x−y) = 4[f(x)+f(y)+f(z)]

for all x, y, z ∈ R.

17. Find all functions f : R→ R that satisfy the functional equation

f(x+ y + z) + f(x− y) + f(y − z) + f(z − x) = 3[f(x) + f(y) + f(z)]

for all x, y, z ∈ R.

18. Find all functions f : R→ R that satisfy the functional equation

f(x+ y + z) + f(x− y) + f(x− z) = f(x− y − z) + f(x+ y) + f(x+ z)

for all x, y, z ∈ R.

19. Find all functions f : R2 → R that satisfy the functional equation

f(u+ x, v + y) + f(u− x, v) + f(u, v − y)
= f(u− x, v − y) + f(u+ x, v) + f(u, v + y)

for all x, y, u, v ∈ R.





Chapter 10

d’Alembert Functional Equation

10.1 Introduction

The well-known trigonometric identity

cos(x+ y) + cos(x− y) = 2 cos(x) cos(y)

implies the functional equation

f(x+ y) + f(x− y) = 2f(x)f(y) (DE)

for all x, y ∈ R. In this chapter, we study this functional equation to-
gether with another functional equation that characterizes the cosine
function.

The above functional equation is known as the d’Alembert functional
equation. It has a long history going back to d’Alembert (1769), Poisson
(1804) and Picard (1922, 1928). The equation plays a central role in
determining the sum of two vectors in Euclidean and non-Euclidean
geometries. Cauchy (1821) determined the continuous solution of the
d’Alembert functional equation.

10.2 Continuous Solution of d’Alembert Equation

In the following theorem, we first present the continuous solution of
the d’Alembert equation (DE).

Theorem 10.1. Let f : R→ R be continuous and satisfy

f(x+ y) + f(x− y) = 2f(x)f(y) (DE)

for all x, y ∈ R. Then f is of the form

f(x) = 0, (10.1)

143



144 Introduction to Functional Equations

f(x) = 1, (10.2)
f(x) = cosh(αx), (10.3)
f(x) = cos(βx), (10.4)

where α, β are arbitrary real constants.

Proof. Letting x = 0 = y in (DE) we obtain

2f(0) = 2[f(0)]2.

Hence
f(0) = 0 or f(0) = 1.

If f(0) = 0, then letting y = 0 in (DE), we have

2f(x) = 2f(x)f(0)

which is
2f(x) = 0

and thus we have
f(x) = 0, ∀ x ∈ R.

This gives the solution (10.1). Hence we assume from now on that f is
not identically zero.

Next, we show that any solution of (DE) is an even function. To see
this, let x = 0 in (DE). Then we obtain

f(y) + f(−y) = 2f(0)f(y).

Since f is not identically zero, f(0) 6= 0 and f(0) = 1. Hence the above
equation gives

f(y) + f(−y) = 2f(y),

that is,
f(−y) = f(y)

for all y ∈ R. Thus f is an even function. Since f is continuous on R, f
is also integrable on any finite interval. Hence, for t > 0, we have∫ t

−t
f(x+ y)dy +

∫ t

−t
f(x− y)dy = 2f(x)

∫ t

−t
f(y)dy. (10.5)

Now ∫ t

−t
f(x+ y)dy =

∫ x+t

x−t
f(z)dz =

∫ x+t

x−t
f(y)dy.
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Similarly,∫ t

−t
f(x− y)dy =

∫ x−t

x+t

f(w)(−dw) =
∫ x+t

x−t
f(w)dw =

∫ x+t

x−t
f(y)dy.

Hence (10.5) becomes∫ x+t

x−t
f(y)dy +

∫ x+t

x−t
f(y)dy = 2f(x)

∫ t

−t
f(y)dy

which is ∫ x+t

x−t
f(y)dy = f(x)

∫ t

−t
f(y)dy. (10.6)

Since f is not identically zero, f(0) = 1. Further, since f is continuous,
there exists t > 0 such that (see Figure 10.1)∫ t

−t
f(y)dy > 0.

-
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Figure 10.1. Illustration of the existence of t > 0.

Note that the left-hand side of (10.6) is differentiable with respect
to x by the fundamental theorem of calculus. Hence the right-hand side
of (10.6) is also differentiable with respect to the variable x. Then dif-
ferentiating (10.6) with respect to x, we get

d

dx

∫ x+t

x−t
f(y)dy =

d

dx

[
f(x)

∫ t

−t
f(y)dy

]
which is

f(x+ t)− f(x− t) = f ′(x)
∫ t

−t
f(y)dy. (10.7)
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This shows that f is twice differentiable and hence

f ′(x+ t)− f ′(x− t) = f ′′(x)
∫ t

−t
f(y)dy.

Thus f is 3 times differentiable. Proceeding step by step, we see that
any continuous solution of (DE) is infinitely differentiable.

Letting x = 0 in (10.7), we obtain

f(t)− f(−t) = f ′(0)
∫ t

−t
f(y)dy. (10.8)

Since f is even, we have f(t) = f(−t) and (10.8) yields

f ′(0)
∫ t

−t
f(y)dy = 0. (10.9)

Since
∫ t
−t f(y)dy > 0, (10.9) gives

f ′(0) = 0. (10.10)

Since f ∈ C∞(R), we differentiate (DE) with respect to y twice to get

f ′(x+ y)− f ′(x− y) = 2f(x)f ′(y)
f ′′(x+ y) + f ′′(x− y) = 2f(x)f ′′(y)

for all x, y ∈ R. Letting y = 0, we have

2f ′′(x) = 2f(x)f ′′(0).

Let k = f ′′(0). Then
f ′′(x) = kf(x)

which yields the following initial value problem (IVP)

d2y

dx2
= ky

y(0) = 1
y′(0) = 0

(IVP)

To solve this initial value problem we have to consider three cases:
k = 0, k > 0 and k < 0.
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Case 1. Suppose k = 0. Then IVP reduces to

d2y

dx2
= 0.

Hence
y(x) = c1x+ c2.

Since y(0) = 1, c2 = 1. Again since y′(0) = 0, we get c1 = 0. Therefore

y(x) = 1

is the solution in this case (which is f(x) = 1 ∀ x ∈ R).

Case 2. Suppose k > 0. Letting y = emx into

d2y

dx2
= ky, (DE′)

we obtain m2 = k and hence m = ±
√
k. Thus

y(x) = c1e
αx + c2e

−αx, where α =
√
k.

Now

1 = y(0)

= c1e
α·0 + c2e

−α·0

= c1 + c2.

Hence
c2 = (1− c1).

Thus
y(x) = c1e

αx + (1− c1)e−αx.

Now

0 = y′(0)

= c1αe
αx + (1− c1)(−α)e−αx

∣∣∣∣
x=0

= c1α+ (1− c1)(−α)
= c1α− α+ c1α

= 2c1α− α.

Hence
2c1α = α
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or
c1 =

1
2

(since α 6= 0).

Therefore the solution of (DE′) is given by

y(x) =
eαx + e−αx

2
= cosh(αx).

Hence in this case we have

f(x) = cosh(αx)

which is (10.3).

Case 3. Suppose k < 0. Letting y = emx into

d2y

dx2
= ky, (DE′)

we obtain
m2y = ky.

Hence
m = ±iβ,

where β =
√
−k, i =

√
−1. Thus the solution of (DE′) is given by

y(x) = c1e
iβx + c2e

−iβx.

Since

1 = y(0) = c1 + c2,

we have
c2 = 1− c1.

Hence
y(x) = c1e

iβx + (1− c1)e−iβx.

Further, since

0 = y′(0)
= iβc1 − iβ(1− c1)
= 2iβc1 − iβ

or
iβ(2c1 − 1) = 0,
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we obtain
c1 =

1
2
.

Hence, we have

y(x) =
eiβx + e−iβx

2
= cos(βx).

Therefore the solution of the functional equation is given by

f(x) = cos(βx)

which is (10.4).

This completes the proof of the theorem.

Remark 10.1. Note that the continuity of f together with the functional
equation gave infinite differentiability of the solution f. Then by differ-
entiating the functional equation, we obtained a differential equation. By
solving this differential equation we found the solution of the functional
equation. This is one of the standard methods for solving functional equa-
tions when regularity properties like continuity are assumed.

There is another standard method due to Cauchy. The Cauchy
method consists of finding the solution of a functional equation on a
dense set (like the set of rationals Q) and then uses continuity to pass
to the entire real line R.

10.3 General Solution of d’Alembert Equation

A function E : R → C is said to be exponential if E satisfies the
equation

E(x+ y) = E(x)E(y)

for all x, y ∈ R.

If E is a nonzero continuous function, then

E(x) = eλx,

where λ is an arbitrary complex constant.

If E : R→ C is a nonzero exponential function, then we denote it by

E∗(y) = E(y)−1. (10.11)

Now we give some elementary properties of the exponential function.
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Proposition 10.1. If E : R → C is an exponential function and E(0)
is zero, then E(x) ≡ 0 for all x ∈ R.

Proof. Let E : R→ C be an exponential function. Hence

E(x+ y) = E(x)E(y) (10.12)

for all x, y ∈ R. Letting y = 0 in (10.12), we obtain

E(x) = E(x)E(0) for x ∈ R. (10.13)

Since E(0) = 0, (10.13) yields

E(x) = 0 ∀ x ∈ R. (10.14)

Hence E(x) is identically zero.

Proposition 10.2. Let E : R→ C be an exponential function. If E(x) 6≡
0, then E(0) = 1.

Proof. Let E : R→ C be an exponential function. Assume that E(x) is
not identically zero. Letting x = 0 = y in (10.12), we get

E(0)[1− E(0)] = 0.

Hence either
E(0) = 0 or E(0) = 1.

We claim that E(0) = 1. Suppose not. Hence E(0) = 0. By Proposition
10.1, E(x) ≡ 0, is a contradiction. Hence E(0) = 1. This completes the
proof of the proposition.

Proposition 10.3. Let E : R → C be an exponential function. If
E(x0) = 0 for some x0 6= 0, then E(x) ≡ 0 for all x ∈ R.

Proof. Let x (6= x0) ∈ R. Then, since E(x0) = 0, we have

E(x) = E((x− x0) + x0) = E(x− x0)E(x0) = 0.

Hence E(x) ≡ 0. Thus E is nowhere zero or everywhere zero.

Proposition 10.4. Let E : R→ C be an exponential function. If E(x)
is not identically zero, then

E∗(−x) = E(x)

for all x ∈ R.
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Proof. Let E : R → C be exponential. Next, letting y = −x in (10.12),
we get

E(0) = E(x)E(−x). (10.15)

Since E(x) is not identically zero, by Proposition 10.2, E(0) = 1 and
(10.15) yields

E(−x) =
1

E(x)
.

That is
E(−x) = E(x)−1

or
E(−x) = E∗(x) (10.16)

for all x ∈ R. Hence replacing x by −x in (10.16), we obtain

E∗(−x) = E(x) (10.17)

and the proof of the proposition is complete.

Proposition 10.5. Let E : R→ C be an exponential function. Suppose
E(x) is not identically zero. Then

E∗(x+ y) = E∗(x)E∗(y) (10.18)

for all x, y ∈ R.

Proof. Since E(x) is not identically zero, E(x) is never zero on R by
Proposition 10.3. Now we consider

E∗(x+ y) =
1

E(x+ y)

=
1

E(x)E(y)
= E(x)−1E(y)−1 = E∗(x)E∗(y).

Hence
E∗(x+ y) = E∗(x)E∗(y)

for all x, y ∈ R.

Now we prove some elementary properties of the d’Alembert func-
tional equation.

Proposition 10.6. Every nonzero solution f : R→ C of the d’Alembert
equation

f(x+ y) + f(x− y) = 2f(x)f(y) (DE)

is an even function.
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Proof. Replacing y by −y in the above equation (DE), we have

f(x+ y) + f(x− y) = 2f(x)f(−y). (10.19)

Subtracting (10.19) from (DE), we obtain

f(y) = f(−y)

for all y ∈ R. Hence f is an even function.

Next we proceed to determine the nontrivial general solution of the
functional equation (DE) following Kannappan (1968a).

Theorem 10.2. Every nontrivial solution f : R → C of the functional
equation

f(x+ y) + f(x− y) = 2f(x)f(y) (DE)

is of the form

f(x) =
E(x) + E∗(x)

2
, (10.20)

where E : R→ C? (the set of nonzero complex numbers) is an exponen-
tial function.

Proof. Let f be a nontrivial solution of (DE); that is, f is not an
identically zero function. Letting x = 0 = y in (DE), we obtain
f(0)[1 − f(0)] = 0. Hence either f(0) = 0 or f(0) = 1. Since f(x) is
not identically zero,

f(0) = 1. (10.21)

Letting y = x in (DE), we get

f(2x) + f(0) = 2 f(x)2

or
f(2x) = 2f(x)2 − 1 (10.22)

by (10.21).

Replacing x by x+ y and y by x− y in (DE), we get

f(x+ y + x− y) + f(x+ y − x+ y) = 2f(x+ y)f(x− y).

Hence
f(2x) + f(2y) = 2f(x+ y)f(x− y) (10.23)

for all x, y ∈ R. Next, we compute

[f(x+ y)− f(x− y)]2 = [f(x+ y) + f(x− y)]2 − 4f(x+ y)f(x− y)
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= [2f(x)f(y)]2 − 4f(x+ y)f(x− y)

= 4f(x)2f(y)2 − 2[f(2x) + f(2y)]

= 4f(x)2f(y)2 − 2[2f(x)2 − 1 + 2f(y)2 − 1]

= 4f(x)2f(y)2 − 4f(x)2 − 4f(y)2 + 4

= 4[f(x)2 − 1][f(y)2 − 1].

Therefore

f(x+ y)− f(x− y) = ±2
√

[f(x)2 − 1][f(y)2 − 1].

Adding this to (DE), we get

f(x+ y) = f(x)f(y)±
√

[f(x)2 − 1][f(y)2 − 1].

Hence

[f(x+ y)− f(x)f(y)]2 = [f(x)2 − 1][f(y)2 − 1]. (10.24)

Now we consider two cases based on whether (1) f(x) ∈ {1,−1} for all
x ∈ R or (2) f(x) 6∈ {1,−1} for some x ∈ R.

Case 1. Suppose f(x) ∈ {1,−1}. Hence by (10.24), we get

f(x+ y) = f(x)f(y) (10.25)

for all x, y ∈ R. Since f(x) is either 1 or −1, we have

f∗(x) = f(x)

and hence

f(x) =
f(x) + f∗(x)

2
is a solution of (DE). Note that

f(x) =
E(x) + E∗(x)

2

with E(x) ∈ {1,−1}.

Case 2. Suppose f(x) 6∈ {1,−1} for some x. Hence

f(x0)2 6= 1

for some x0 ∈ R. Let α = f(x0). Hence α2 − 1 6= 0. Let us call

β2 = α2 − 1. (10.26)
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Now we define

E(x) = f(x) +
1
β

[f(x+ x0)− f(x)f(x0)]

=
1
β

[f(x+ x0) + (β − α)f(x)] (10.27)

for all x ∈ R.

Clearly E is well defined. To see this, let x1 = x2 and consider

E(x1) =
1
β

[f(x1 + x0) + (β − α)f(x1)]

=
1
β

[f(x2 + x0) + (β − α)f(x2)]

= E(x2).

Hence E is well defined. Next, we compute

[E(x)− f(x)]2 =
1
β2

[f(x+ x0)− f(x)f(x0)]2

=
1
β2

[f(x)2 − 1][f(x0)2 − 1] (by (10.24))

=
α2 − 1
β2

[f(x)2 − 1]

= f(x)2 − 1, (10.28)

since β2 = α2 − 1. Hence (10.28) yields

E(x)2 − 2E(x)f(x) + f(x)2 = f(x)2 − 1

which is
E(x)2 − 2E(x)f(x) + 1 = 0.

E(x) = 0 leads to the contradiction 1 = 0.

Therefore, E(x) 6= 0, and then

f(x) =
E(x)2 + 1

2E(x)

=
E(x) + E∗(x)

2
.

Next we show that E(x) satisfies

E(x+ y) = E(x)E(y).



d’Alembert Functional Equation 155

To show this we need the following:

2[f(x0 + x)f(y) + f(x0 + y)f(x)]
= f(x0 + x+ y) + f(x0 + x− y) + f(x0 + y + x)

+ f(x0 + y − x) (by (DE))
= 2f(x0 + x+ y) + f(x0 + x− y) + f(x0 + y − x)
= 2f(x0 + x+ y) + f(x0 + (x− y)) + f(x0 − (x− y))
= 2f(x0 + x+ y) + 2f(x0)f(x− y)
= 2[f(x0 + x+ y) + f(x0){2f(x)f(y)− f(x+ y)}]
= 2[f(x0 + x+ y) + α{2f(x)f(y)− f(x+ y)}] (10.29)

and

2f(x0 + x)f(x0 + y)
= f(x0 + x+ x0 + y) + f(x0 + x− x0 − y) (by (DE))
= f(x0 + (x0 + x+ y)) + f(x− y)
= [2f(x0)f(x0 + x+ y)− f(x0 + x+ y − x0)]

+ [2f(x)f(y)− f(x+ y)] (by (DE))
= [2f(x0)f(x0 + x+ y)− f(x+ y)] + [2f(x)f(y)− f(x+ y)]
= 2[f(x)f(y) + αf(x0 + x+ y)− f(x+ y)]. (10.30)

Next, we consider

E(x)E(y)

=
1
β2

[f(x+ x0) + (β − α)f(x)][f(y + x0) + (β − α)f(y)]

=
1
β2

[f(x+ x0)f(y + x0) + (β − α){f(x)f(x0 + y)

+ f(y)f(x0 + x)}+ (β − α)2f(x)f(y)]

=
1
β2

[f(x)f(y) + αf(x0 + x+ y)− f(x+ y)

+ (β − α){f(x0 + x+ y) + 2αf(x)f(y)− αf(x+ y)}
+ (β − α)2f(x)f(y)] (by (10.30) and (10.29))

=
1
β2

[{(β − α)2 + 2α(β − α) + 1}f(x)f(y) + βf(x0 + x+ y)

− {1 + (β − α)α}f(x+ y)]

=
1
β2

[(β2 − α2 + 1)f(x)f(y) + βf(x0 + x+ y)− (βα− β2)f(x+ y)]

=
1
β2

[βf(x0 + x+ y) + β(β − α)f(x+ y)]



156 Introduction to Functional Equations

=
1
β

[f(x0 + x+ y) + (β − α)f(x+ y)]

= E(x+ y).

Hence E : R→ C? is an exponential function. This completes the “only
if” part.

The “if” part can be shown by direct verification. Consider

f(x+ y)+f(x− y)

=
E(x+ y) + E∗(x+ y)

2
+
E(x− y) + E∗(x− y)

2

=
E(x)E(y) + E∗(x)E∗(y) + E(x)E(−y) + E∗(x)E∗(−y)

2

=
E(x)E(y) + E∗(x)E∗(y) + E(x)E∗(y) + E∗(x)E(y)

2

=
E(x)[E(y) + E∗(y)] + E∗(x)[E∗(y) + E(y)]

2

=
[E(x) + E∗(x)][E(y) + E∗(y)]

2
= 2f(x)f(y).

This completes the proof.

Remark 10.2. In Theorem 10.2, the function E : R → C? is a homo-
morphism from the additive group of reals, R, to the multiplicative group
of nonzero complex numbers, C?.

The last theorem can be generalized to the following theorem which
was originally proved by Kannappan (1968a).

Theorem 10.3. Let G be an arbitrary abelian group and C? be the
multiplicative group of nonzero complex numbers. Then every nontrivial
solution f : G→ C of the functional equation (DE), that is,

f(x+ y) + f(x− y) = 2f(x)f(y),

is of the form

f(x) =
g(x) + g∗(x)

2
,

where g : G→ C? is a homomorphism of the group G into C?.

Proof. The proof is almost identical to the proof of the last theorem.
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10.4 A Charcterization of Cosine Functions

In this section, we characterize the cosine function through a func-
tional equation. The following result is adapted from Van Vleck (1910).

Theorem 10.4. Let α ∈ R. The continuous function f : R→ R satisfies
the functional equation

f(x− y + α)− f(x+ y + α) = 2f(x) f(y) (10.31)

for all x, y ∈ R, if and only if f is given by

f(x) = 0 ∀x ∈ R (10.32)

or
f(x) = cos

( π

2α
(x− α)

)
∀x ∈ R. (10.33)

Proof. It is easy to check that f = 0 is a solution of (10.31). From now
on we assume that f is not identically zero.

Replacing y with −y in (10.31), we obtain

f(x+ y + α)− f(x− y + α) = 2f(x) f(−y) (10.34)

for all x, y ∈ R. Comparing (10.31) and (10.34), we get

f(x) f(y) = −f(x) f(−y)

for all x, y ∈ R. Hence f is an odd function, that is,

f(−y) = −f(y) (10.35)

for y ∈ R. Interchanging x with y in (10.31), we get

f(y − x+ α)− f(x+ y + α) = 2f(y) f(x). (10.36)

From (10.31) and (10.36), we see that

f(x− y + α) = f(y − x+ α)
= f(−(x− y) + α)
= − f(x− y − α) (since f is odd) (10.37)

for all x, y ∈ R. Letting y = 0 in (10.37), we get

f(x+ α) = −f(x− α) ∀x ∈ R. (10.38)
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Hence
f(x+ 2α) = −f(x) ∀x ∈ R (10.39)

and
f(x+ 3α) = −f(x+ α) ∀x ∈ R. (10.40)

Thus f is a periodic function of period 4α, that is,

f(x+ 4α) = f(x) (10.41)

for all x ∈ R. Without loss of generality we assume that α > 0. Next,
we replace x by x+ α and y by y + α in (10.31) to obtain

f(x− y + α)− f(x+ y + 3α) = 2f(x+ α) f(y + α) (10.42)

for all x, y ∈ R. Using (10.40) in (10.42), we get

f(x− y + α) + f(x+ y + α) = 2f(x+ α) f(y + α) (10.43)

for all x, y ∈ R. Hence, we have

g(x+ y) + g(x− y) = 2g(x) g(y), (10.44)

where
g(x) = f(x+ α). (10.45)

Since f is continuous, so also is g. Hence g is given by g(x) = 0, g(x) = 1,
g(x) = cosh(ax) or g(x) = cos(ax), where a is a constant.

If g(x) = 0, then f(x) = 0 but this is not the case since f is nonzero.
If g(x) = 1, then f(x) = 1. However letting this into (10.31), we see that
f(x) = 1 is not a solution.

Since f is periodic of period 4α, so also is g. Hence g(x) = cosh(ax)
does not yield a solution of (10.31).

If g(x) = cos(ax), then f(x) = cos( a(x−α) ). Hence f(x+4α) = f(x)
implies

cos(a (x+ 3α) ) = cos(a (x− α) )

that is
cos(ax+ 4aα) ) = cos(ax)

for all x ∈ R. Therefore
4aα = 2π.

Thus
f(x) = cos

( π

2α
(x− α)

)
and the proof of the theorem is complete.

Thus every nontrivial continuous function that satisfies the functional
equation (10.31) is a cosine function.
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10.5 Concluding Remarks

The d’Alembert functional equation f(x+y) +f(x−y) = 2f(x)f(y)
has been studied extensively and has a long history going back to
d’Alembert (1769), Poisson (1804) and Picard Picard (1922, 1928).
As the name suggests this functional equation was introduced by
d’Alembert in connection with the composition of forces. First Cauchy
(1821) gave the continuous solution of this equation. Kaczmarz (1924)
extended Cauchy’s result by showing that the result of Cauchy regarding
d’Alembert functional equation still holds if the condition of continuity
is replaced by measurability, and his argument covers the case in which
f takes complex values. Flett (1963) proved that if f : C → C satisfies
the d’Alembert functional equation for all x, y ∈ C and f is continuous
at a point, then f has one of the following form

f = 0, f = 1 or f(x+ iy) = cosh(αx+ βy)

for all z = x+ iy ∈ C, where α, β are complex constants not both zero.

On an arbitrary group, the d’Alembert functional equation can be
written as f(xy) + f(xy−1) = 2f(x)f(y) where f : G → F. The
d’Alembert functional equation was studied by Kannappan (1968a) when
G is a group and F is the field of complex numbers C. He proved that
any non-zero solution of d’Alembert functional equation which satisfies
the condition f(xyz) = f(xzy) for all x, y, z ∈ G has the form

f(x) =
g(x) + g(x)−1

2
, (10.46)

where g is a homomorphism of G into the multiplicative group of C.
Kannappan (1968a) asked the question whether all the solutions of
d’Alembert equation on arbitrary group have the form (10.46). Studies
of d’Alembert functional equation on non-abelian groups have produced
solutions that are not of the form (10.46). Interested readers should re-
fer to Penney and Rukhin (1979) and Stetkaer (1994). Corovei (1977)
showed that if G is a nilpotent group or a generalized nilpotent group,
then every nonzero solution of the d’Alembert equation is of the form
(10.46) provided all elements of G have odd orders. Corovei (1999) also
studied d’Alembert equation on metabelian groups.

Sinopoulos (2000) determined the general solution f : S → F of the
d’Alembert equation f(x + y) + f(x + σy) = 2f(x)f(y), where S is a
commutative semigroup, F is a quadratically closed commutative field
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of characteristic different from 2, and σ is an endomorphism of S with
σ(σ(x)) = x. We present his result next.

Theorem 10.5. Let (S,+) be a commutative semigroup, and let F be a
quadratically closed field of characteristically different from 2. Suppose
σ is an endomorphism of S such that σ(σx) = x for all x ∈ S. Then,
the general solution g : S → F of the functional equation

g(x+ y) + g(x+ σy) = 2g(x) g(y) (10.47)

for all x, y ∈ S is given by

g(x) =
χ(x) + χ(σx)

2
, ∀x ∈ S, (10.48)

where χ : S → F is an exponential map.

Proof. It is easy to check that the function g(x) given by (10.48) satisfies
the functional equation (10.47). Hence we prove that g(x) is the only
solution of (10.47).

It is easy to check that g = 0 or g = 1 is a solution of (10.47). Hence
from now on we assume that g is a non-constant function.

Replacing y by σy in (10.47), we obtain

g(x+ σy) + g(x+ y) = 2g(x) g(σy) (10.49)

for all x, y ∈ S. Comparing (10.47) and (10.49), we have

g(y) = g(σy) and g(x+ σy) = g(σx+ y). (10.50)

Now we consider two cases: (1) g(x+ y) = g(x+ σy) for all x, y ∈ R
and (2) g(x+ y) 6= g(x+ σy) for all x, y ∈ S.

Case 1. Suppose g(x+y) = g(x+σy) for all x, y ∈ S. Then from (10.47)
we have

g(x+ y) = g(x) g(y) (10.51)

for all x, y ∈ S. Hence g(x) = χ(x), where χ : S → F is an exponential
function. Since g(x) = g(σx), therefore we have

g(x) =
χ(x) + χ(σx)

2
, ∀x ∈ S.

Case 2. Next, we suppose g(x+ y) 6= g(x+ σy) for all x, y ∈ S. Hence
there exist xo, yo ∈ S such that

g(xo + yo)− g(xo + σyo) 6= 0. (10.52)
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Define a function f : S → F by

f(x) = g(x+ yo)− g(x+ σyo). (10.53)

By (10.52), we see that f(xo) 6= 0. Also by (10.50), we get

f(σx) = g(x+ yo)− g(x+ σyo)
= g(x+ σyo)− g(x+ yo) by (10.50)
= −f(x) by (10.53).

Hence, we have

f(x) = −f(σx) f(x+ σy) = −f(σx+ y). (10.54)

Further using (10.53), we obtain

f(x+ y) = g(x+ y + yo)− g(x+ y + σyo),
f(x+ σy) = g(x+ σy + yo)− g(x+ σy + σyo).

Adding the last two equations and using (10.47), we obtain

f(x+ y) + f(x+ σy) = 2 g(x+ yo) g(y)− 2 g(x+ σyo) g(y). (10.55)

Hence using (10.53) in (10.55), we see that

f(x+ y) + f(x+ σy) = 2 f(x) g(y). (10.56)

Interchanging x and y in (10.56), we have

f(y + x) + f(y + σx) = 2 f(y) g(x). (10.57)

Adding (10.56) and (10.57) and using (10.50), we obtain

f(x+ y) = f(x) g(y) + f(y) g(x) (10.58)

for all x, y ∈ S. Now we solve the functional equation (10.58). Using
(10.58), we compute f(x + t + y) first as f((x + t) + y) and then as
f(x+ (t+ y)):

f(x+ t+ y) = f(x+ t) g(y) + f(y) g(x+ t)
= [ f(x) g(t) + f(t) g(x) ] g(y) + f(y) g(x+ t),

f(x+ t+ y) = f(x) g(t+ y) + f(t+ y) g(x)
= f(x) g(t+ y) + [ f(t) g(y) + f(y) g(t) ] g(x).

Comparing the results, we find

[ g(x+ t)− g(x) g(t) ] f(y) = [ g(t+ y)− g(t) g(y) ] f(x). (10.59)
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Setting y = yo and h(t) := f(xo)−1[ g(t+ xo)− g(t) g(xo) ], we have

g(x+ t)− g(x) g(t) = h(t) f(x). (10.60)

Since the left side of this equation is symmetric in x, t, so is the right
side. Hence we have h(t) f(x) = h(x) f(t). Setting x = xo, we have
h(t) = f(xo)−1 h(xo) f(t). Since F is quadratically closed, there exists
an α ∈ F such that α2 = f(xo)−1 h(xo). Hence the equation (10.60),
with y in place of t, becomes

g(x+ y) = g(x) g(y) + α2 f(x)h(y). (10.61)

Multiplying (10.57) by α and adding it to and subtracting it from
(10.61), we obtain respectively

g(x+ y) + α f(x+ y) = [g(x) + α f(x)] [g(y) + α f(y)]

and
g(x+ y)− α f(x+ y) = [g(x)− α f(x)] [g(y)− α f(y)].

So the functions χ1 := g + α f and χ2 := g − α f are exponential, and
by addition we get

g(x) =
χ1(x) + χ2(x)

2
. (10.62)

Now in view of (10.50), we have

χ1(σx) = g(σx) + α f(σx) = g(x)− α f(x) = χ2(x).

So (10.62) leads to the asserted solution (10.48) (after renaming the
function χ1 as χ) and this completes the proof of the theorem.

Remark 10.3. The general solution f : R→ C of the functional equa-
tion (10.58), that is, f(x+ y) = f(x) g(y) + f(y) g(x), will be treated in
Theorem 11.3 of Chapter 11. However, here we have included a proof for
the convenience of the reader.

A generalization of the d’Alembert functional equation is the
quadratic-trigonometric functional equation

f1(xy) + f2(xy−1) = f3(x) + f4(y) + f5(x)f6(y).

The general solution of this functional equation along with

fi(txy) = fi(tyx), (i = 1, 2)

was determined by Chung, Ebanks, Ng and Sahoo (1995) when the vari-
ables x, y are in a group and values are in the additive field of complex
numbers.
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10.6 Exercises

1. Find all functions f, g : R→ R that satisfy the functional equation

f(x+ y) + f(x− y) = 2f(x) g(y)

for all x, y ∈ R.

2. Find all functions f, g : R→ R that satisfy the functional equation

g(x+ y) + g(x− y) = 2f(x) f(y)

for all x, y ∈ R.

3. Let α be a nonzero real constant. Find all continuous functions f, g :
R→ R that satisfy the functional equation

f(x+ y + α)− f(x− y + α) = 2f(x) g(y)

for all x, y ∈ R.

4. Let λ be a nonzero real constant. Find all functions f, g : R→ R that
satisfy the functional equation

f(x+ y) + g(x− y) = λ f(x) g(y)

for all x, y ∈ R.

5. Let λ be a nonzero real constant. Find all functions f, g : R→ R that
satisfy the functional equation

f(x+ y) + g(x− y) = λ g(x) f(y)

for all x, y ∈ R.

6. Find all functions f, g, h : R→ R that satisfy the functional equation

f(x+ y) + f(x− y) = 2f(x) + g(x)h(y)

for all x, y ∈ R.

7. Find all functions f, g, h, k : R→ R that satisfy the functional equa-
tion

f(x+ y) + g(x− y) = h(x) k(y)

for all x, y ∈ R.
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8. Let α be a nonzero real constant. Determine all continuous functions
f, g : R→ R that satisfy the functional equation

f(x+ y + α)− g(x− y + α) = 2f(x) f(y)

for all x, y ∈ R.

9. Find all functions f : R→ R that satisfy f(0) ≥ 0 and the functional
equation

f(x+y+z)+f(x+y−z)+f(y+z−x)+f(z+x−y) = 4f(x) f(y) f(z)

for all x, y ∈ R.

10. Find all functions f : R→ R that satisfy the functional equation

f(x+ y) + f(x− y) = f(x)f(y) + f(x)f(−y)

for all x, y ∈ R.

11. Find all functions f, g : R→ R that satisfy the functional equation

f(x+ y) + f(x− y) = f(x)g(y) + f(x)g(−y)

for all x, y ∈ R.

12. Find all functions f : R2 → R that satisfy the functional equation

f(x+ y, u+ v) + f(x+ y, u− v) = 2f(x, u) f(y, v)

for all x, y, u, v ∈ R.



Chapter 11

Trigonometric Functional Equations

11.1 Introduction

The trigonometric functions f(x) = cosx and g(x) = sinx satisfy
the functional equation

f(x− y) = f(x)f(y) + g(x)g(y) (11.1)

for all x, y ∈ R. Hence the functional equation (11.1) is called a trigono-
metric functional equation.

The functions f(x) = cosx and g(x) = sinx also satisfy other func-
tional equations such as

g(x+ y) = g(x)f(y) + f(x)g(y), (11.2)
f(x+ y) = f(x)f(y)− g(x)g(y), (11.3)
g(x− y) = g(x)f(y)− g(y)f(x) (11.4)

for all x, y ∈ R.

The primary goals of this chapter is to present some important re-
sults concerning these trigonometric functional equations and some other
related functional equations. In Section 2, we first present the solution
of the cosine-sine functional equation (11.1). Then in Section 3, we con-
sider the sine-cosine functional equation (11.2) and determine its general
solutions without any regularity assumptions on the unknown complex-
valued functions f, g defined on R. Section 4 deals with the sine func-
tional equation f(x+ y)f(x− y) = f2(x)− f2(y) and its generalization
f(x + y)g(x − y) = f(x)g(x) − f(y)g(y). In Section 5, we treat a func-
tional inequality that is associated with the sine function and in Section
6, we consider an elementary problem of Steven Butler (2003) related
to the functional equation f(x + y) = f(x)f(y) − d sin(x) sin(y), where
d is an appropriate real constant, and provide a solution due to M.Th.
Rassias (2004).

165
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11.2 Solution of a Cosine-Sine Functional Equation

In this section, we find the general solution of the functional equation
(11.1). We find the solution of (11.1) following the ideas due to Gerretsen
(1939).

Note that if f(x) = c, a constant, then (11.1) yields

c = c2 + g(x)g(y) (11.5)

for all x, y ∈ R. If g is a zero function, then c = 0 or c = 1. If g(x) is a
nonzero function, then g is a constant function equal to k(c − c2) with
k2(c− c2) = 1. This is the trivial system of solutions of (11.1).

Hence, from now on, we assume that f is nonconstant.

Theorem 11.1. If a function f : R→ C satisfies with some g : R→ C
the functional equation

f(x− y) = f(x)f(y) + g(x)g(y) (11.1)

and is not constant, then it satisfies also the d’Alembert equation (DE)

f(x+ y) + f(x− y) = 2f(x)f(y). (DE)

Further f and g are given by

f(x) =
E(x) + E∗(x)

2
, g(x) = k

E(x)− E∗(x)
2

, (11.6)

where E : R→ C? (the set of nonzero complex numbers) is exponential,
with k2 = −1.

Proof. Interchanging x and y in (11.1), we get

f(y − x) = f(y)f(x) + g(y)g(x). (11.7)

Comparing (11.1) and (11.7), we obtain

f(x− y) = f(y − x) (11.8)

for all x, y ∈ R. Letting y = 0 in (11.8), we see that

f(x) = f(−x) (11.9)

for all x ∈ R. Hence f is an even function on R. Now we substitute −x
in place of x and −y in place of y in (11.1) to get

f(y − x) = f(−x)f(−y) + g(−x)g(−y). (11.10)
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Since f is even, (11.10) reduces to

f(x− y) = f(x)f(y) + g(−x)g(−y). (11.11)

Hence, comparing (11.1) and (11.11), we see that

g(x)g(y) = g(−x)g(−y) (11.12)

for all x, y ∈ R. Suppose g is constant, say c. Then (11.1) gives

f(x− y) = f(x)f(y) + c2.

Replacing y by −y and using the fact that f is an even function, we see
that f(x+y) = f(x−y). That is, f is constant, which is not the case. So
g is nonconstant. Since g is nonconstant, choose y0 such that g(y0) 6= 0.

Then from (11.12) with y = y0, we get

g(x) = c g(−x), (11.13)

where c is a nonzero constant. Then g(x) = c2g(x). Since g is noncon-
stant, c2 = 1, that is, c = ±1. We claim that c = −1. Suppose not. Then
c = 1 and from (11.13), we get

g(x) = g(−x). (11.14)

That is, g is even. Hence replacing y by −y in (11.1), we get

f(x+ y) = f(x)f(−y) + g(x)g(−y)
= f(x)f(y) + g(x)g(y)
= f(x− y).

That is,
f(x+ y) = f(x− y)

for all x, y ∈ R. Then
f(u) = f(v) (11.15)

for all u, v ∈ R. Thus (11.15) implies

f(u) = c ∀ u ∈ R,

where c is a constant. This is a contradiction since f is nonconstant.
Therefore c = −1 and

g(x) = −g(−x) (11.16)

for x ∈ R. That is, g is an odd function.
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Finally, replacing y by −y in (11.1), we get

f(x+ y) = f(x)f(−y) + g(x)g(−y)
= f(x)f(y)− g(x)g(y)

by using f even and g odd. Therefore

f(x+ y) = f(x)f(y)− g(x)g(y). (11.17)

Adding (11.1) and (11.17), we get

f(x+ y) + f(x− y) = 2f(x)f(y) (DE)

for all x, y ∈ R. That is, f satisfies (DE).

Now by Theorem 10.3, the function f has the form

f(x) =
E(x) + E∗(x)

2
(11.18)

for x ∈ R, where E is nonzero exponential. Substituting this value of f
in (11.1), we get

−E(x)− E∗(x)
2

· E(y)− E∗(y)
2

= g(x)g(y).

From this it is easy to obtain (using g nonconstant)

g(x) = k
E(x)− E∗(x)

2

with k2 = −1. Thus (11.6) holds.

This completes the proof of this theorem.

Remark 11.1. The statement of the above theorem also implies that
f(x)2 + g(x)2 = 1 which can be obtained as follows. Since g is an odd
function

g(0) = 0. (11.19)

Letting y = 0 in (11.1), we see that

f(x) = f(x)f(0) + g(x)g(0)

which yields (by (11.19))

f(x) = f(x)f(0). (11.20)

Since f is not identically zero, we get

f(0) = 1. (11.21)
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Letting y = x in (11.1) and then using (11.21), we get

f(0) = f(x)2 + g(x)2

which is
f(x)2 + g(x)2 = 1. (11.22)

In the following theorem we present the continuous solution of the
functional equation (11.1).

Theorem 11.2. The continuous solution of the functional equation

f(x− y) = f(x)f(y) + g(x)g(y) (11.1)

is given by

f(x) = c

g(x) =
√
c(1− c)

}
(11.23)

f(x) = c

g(x) = −
√
c(1− c)

}
(11.24)

f(x) = cos(αx)
g(x) = ± sin(αx),

}
(11.25)

where α and c are arbitrary constants.

Proof. We obtain (11.23) and (11.24) because of our discussion prior to
Theorem 11.1. Since f is continuous and satisfies the equation

f(x+ y) + f(x− y) = 2f(x)f(y),

therefore (nonconstant) solutions of f are given by

f(x) = cos(αx) (11.26)

and
f(x) = cosh(βx). (11.27)

If f(x) = cos(αx), then by (11.22) we get

g(x)2 = 1− cos2(αx)

or
g(x) = ± sin(αx), (11.28)

which can also be obtained from (11.6). Hence (11.26) and (11.28) yield
the solution (11.25).
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If f(x) = cosh(βx), then we observe that

|f(x)| = | cosh(βx)| ≥ 1.

For x 6= 0, |f(x)| > 1 since β 6= 0; otherwise f is a constant function.
However, by (11.22), we know that

|f(x)| ≤ 1

for all x ∈ R. Hence f(x) = cosh(βx) is not a solution of (11.1).

This completes the proof of this theorem.

Remark 11.2. Using (11.6) and the continuity of E, we get (11.25).

11.3 Solution of a Sine-Cosine Functional Equation

In this section, we consider a sine-cosine functional equation, namely,
the equation

f(x+ y) = f(x) g(y) + f(y) g(x) (11.29)

for all x, y ∈ R. We determine the general solution of this equation
without any regularity condition on the unknown functions f and g.

Theorem 11.3. Let f, g : R→ C satisfy the functional equation (11.29)
for all x, y ∈ R. Then f and g are of the form

f(x) = 0
g arbitrary;

}
(11.30)

f(x) = A(x)E(x)

g(x) = E(x);

 (11.31)

f(x) = E1(x)−E2(x)
2α

g(x) = E1(x)+E2(x)
2 ,

 (11.32)

where E1, E2 : R → C? are exponential functions, A : R → C is an
additive function, and α is a nonzero complex constant.

Proof. It is easy to check that f = 0 and g arbitrary are solutions of the
functional equation (11.29). Hence from now on we assume that f 6= 0.
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Next we compute

f(x+ y + z) = f(x) g(y + z) + f(y + z) g(x)
= f(x) g(y + z) + f(y) g(z) g(x) + f(z) g(y) g(x) (11.33)

and also

f(x+ y + z) = f(x+ y) g(z) + f(z) g(x+ y)
= f(x) g(y) g(z) + f(y) g(x) g(z) + f(z) g(x+ y). (11.34)

From (11.33) and (11.34), we obtain

f(x) [g(y + z)− g(y)g(z)] = f(z) [g(x+ y)− g(x)g(y)]. (11.35)

Since f 6= 0, there exists a z0 ∈ R such that f(z0) 6= 0. Letting z = z0

in (11.35), we see that

g(x+ y)− g(x)g(y) = f(x) `(y), (11.36)

where

`(y) =
g(y + z0)− g(y)g(z0)

f(z0)
. (11.37)

Interchanging x with y in (11.36), we obtain

g(x+ y)− g(x)g(y) = f(y) `(x). (11.38)

Thus from (11.36) and (11.38), we have

f(x) `(y) = f(y) `(x) (11.39)

for all x, y ∈ R. Since f 6= 0, (11.39) yields

`(x) = α2 f(x), (11.40)

where α is some constant. Inserting (11.40) into (11.36), we get

g(x+ y) = g(x) g(y) + α2 f(x) f(y) (11.41)

for all x, y ∈ R.

Now we consider two cases.

Case 1. Suppose α = 0. Then (11.41) yields

g(x+ y) = g(x) g(y) (11.42)

for all x, y ∈ R. Hence
g(x) = E(x), (11.43)
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where E : R → C is an exponential function. Since f 6= 0, we have
E 6= 0. Since every exponential function that is not identically zero is
nowhere zero, we have

f(x+ y) = f(x)E(y) + f(y)E(x)

which is
f(x+ y)
E(x+ y)

=
f(x)
E(x)

+
f(y)
E(y)

. (11.44)

Defining

A(x) =
f(x)
E(x)

,

we have
A(x+ y) = A(x) +A(y).

Hence A : R → C is an additive function. In this case the solution of
(11.29) is given by

f(x) = A(x)E(x)
g(x) = E(x).

}

Case 2. Suppose α 6= 0. Multiplying the equation (11.29) by α and then
adding and subtracting the resulting equation to and from (11.41), we
have

g(x+ y) + α f(x+ y) = [g(x) + α f(x)] [g(y) + α f(y)] (11.45)

and

g(x+ y)− α f(x+ y) = [g(x)− α f(x)] [g(y)− α f(y)] , (11.46)

respectively. Therefore

g(x) + α f(x) = E1(x)
g(x)− α f(x) = E2(x),

}
(11.47)

where E1, E2 : R → C are exponential functions. Hence by adding and
subtracting the above expressions, we have the asserted solution

f(x) = E1(x)−E2(x)
2α

g(x) = E1(x)+E2(x)
2 .


Now the proof of the theorem is complete.
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Remark 11.3. If the function f : R → C is an odd function and the
function g : R→ C is an even function, then

E∗1 (x) = E1(−x) = g(−x) + α f(−x) = g(x)− α f(x) = E2(x).

Hence the solution (11.32) can be expressed as

f(x) = E1(x)−E∗1 (x)
2α and g(x) = E1(x)+E∗1 (x)

2 .

11.4 Solution of a Sine Functional Equation

In this section, first we consider a sine functional equation

f(x+ y) f(x− y) = f(x)2 − f(y)2 (11.48)

for all x, y ∈ R. We prove the following theorem.

Theorem 11.4. The function f : R → C satisfies the functional equa-
tion (11.48) for all x, y ∈ R if and only if f is of the form

f(x) = 0
f(x) = A(x)
f(x) = E(x)−E?(x)

2α ,

 (11.49)

where E : R → C? is an exponential function, A : R → C is a nonzero
additive function, and α is a nonzero constant.

Proof. It is easy to check that f = 0 is a solution of (11.48). Hence, from
now, on we assume that f 6= 0. Therefore there exists a x0 ∈ R such
that f(x0) 6= 0. Define

φ(x) =
f(x+ x0)− f(x− x0)

2 f(x0)
(11.50)

for all x ∈ R. Then from (11.50) and (11.48), we have

2φ(x)φ(y)

=
1

2 f(x0)2
[f(x+ x0)− f(x− x0)] [f(y + x0)− f(y − x0)]

=
1

2 f(x0)2
[f(x+ x0)f(y + x0)− f(x− x0)f(y + x0)

− f(x+ x0)f(y − x0) + f(x− x0)f(y − x0)]
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=
1

2 f(x0)2

[
f

(
x+ y

2
+ x0 +

x− y
2

)
f

(
x+ y

2
+ x0 −

x− y
2

)
− f

(
x+ y

2
+
x− y

2
− x0

)
f

(
x+ y

2
− x− y

2
+ x0

)
− f

(
x+ y

2
+
x− y

2
+ x0

)
f

(
x+ y

2
− x− y

2
− x0

)
+ f

(
x+ y

2
− x0 +

x− y
2

)
f

(
x+ y

2
− x0 −

x− y
2

)]
=

1
2 f(x0)2

[
f

(
x+ y

2
+ x0

)2

− f
(
x− y

2

)2

− f
(
x+ y

2

)2

+ f

(
x− y

2
− x0

)2

− f
(
x+ y

2

)2

+ f

(
x− y

2
+ x0

)2

+ f

(
x+ y

2
− x0

)2

− f
(
x− y

2

)2
]

=
1

2 f(x0)2

[
f

(
x+ y

2
+ x0

)2

− f
(
x+ y

2

)2

+ f

(
x− y

2
+ x0

)2

− f
(
x− y

2

)2

− f
(
x+ y

2

)2

+ f

(
x+ y

2
− x0

)2

− f

(
x− y

2

)2

+ f

(
x− y

2
− x0

)2
]

=
1

2 f(x0)2
[f(x+ y + x0) f(x0) + f(x− y + x0) f(x0)

− f(x+ y − x0) f(x0)− f(x− y − x0) f(x0)]

=
1

2 f(x0)
[f(x+ y − x0) + f(x− y + x0)

+ f(x− y + x0)− f(x− y − x0)]
= φ(x+ y) + φ(x− y).

Thus the function φ : R→ C satisfies the d’Alembert equation

φ(x+ y) + φ(x− y) = 2φ(x)φ(y)

for all x, y ∈ R. The general solution of this equation can be obtained
from Theorem 10.2 as

φ(x) =
E(x) + E∗(x)

2
, (11.51)

where E : R → C? is an exponential function. The functional equation
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(11.48) can be rewritten as

f(u) f(v) = f

(
u+ v

2

)2

− f
(
u− v

2

)2

(11.52)

for all u, v ∈ R. If f(y) 6= 0 but y otherwise arbitrary, then

f(x+ y)− f(x− y)
2 f(y)

=
f(x+ y)f(a)− f(x− y)f(a)

2 f(y) f(a)

=
f
(
x+y+a

2

)2 − f (x+y−a
2

)2 − f (x−y+a
2

)2
+ f

(
x−y−a

2

)2
2 f(y) f(a)

=
f
(
x+y+a

2

)2 − f (x+a−y
2

)2 − f (x−a+y
2

)2
+ f

(
x−a−y

2

)2
2 f(y) f(a)

=
f(x+ a) f(y)− f(x− a) f(y)

2 f(y) f(a)

=
f(x+ a)− f(x− a)

2 f(a)
= φ(x).

Hence we obtain

f(x+ y)− f(x− y) = 2 f(y)φ(x). (11.53)

By (11.51) it is easy to see that

φ(0) = 1. (11.54)

Letting x = 0 in (11.53) and using (11.54), we obtain

f(−y) = −f(y). (11.55)

Thus (11.53) yields

f(y + x) + f(y − x) = 2 f(y)φ(x). (11.56)

Interchanging x with y in (11.56), we see that

f(x+ y) + f(x− y) = 2 f(x)φ(y). (11.57)

Adding (11.56) and (11.57) and then using (11.55), we obtain

f(x+ y) = f(x)φ(y) + f(y)φ(x) (11.58)
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for all x, y ∈ R. Since f is odd and φ is even, from Theorem 11.3 and
the remark following Theorem 11.3, we have the asserted solution

f(x) = A(x) (11.59)

and

f(x) =
E(x)− E?(x)

2α
, (11.60)

where E : R→ C? is an exponential function, A : R→ C is an additive
function, and α is a nonzero constant. This completes the proof of the
theorem.

In the next theorem, we present the general solution of a functional
equation which is a generalization of the functional equation (11.48).

Theorem 11.5. The functions f, g : R→ C satisfy the functional equa-
tion

f(x+ y) g(x− y) = f(x) g(x)− f(y) g(y) (11.61)

for all x, y ∈ R if and only if

f(x) = 0 and g(x) arbitrary; (11.62)

f(x) arbitrary and g(x) = 0; (11.63)

f(x) = k and g(x) = A(x); (11.64)

f(x) = A(x) + δ and g(x) = β A(x); (11.65)

f(x) = γ E(x)−E?(x)
2 + δ E(x)+E?(x)

2

g(x) = β E(x)−E?(x)
2 ,

 (11.66)

where A : R→ C is an additive function, E : R→ C? is an exponential
function, β, δ, k are nonzero arbitrary complex constants and γ is an
arbitrary complex constant.

Proof. It is easy to check that the function f and g in (11.62)–(11.66)
satisfy the functional equation (11.61). Hence we prove that the functions
f and g given in (11.62)–(11.66) are the only solutions of (11.61).

Suppose f is a constant function, say, k. Then (11.61) yields

k [g(x− y)− g(x) + g(y)] = 0 (11.67)

for all x, y ∈ R.

If k = 0, the g can be arbitrary and

f(x) = 0
g(x) arbitrary

}
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is a solution of (11.61) which is (11.62).

If k 6= 0, then (11.67) yields

g(x− y) = g(x)− g(y) (11.68)

for all x, y ∈ R. Letting y = x in the last equation, we obtain g(0) = 0.
Further, letting x = 0 in (11.68), we see that

g(−y) = − g(y) (11.69)

for all y ∈ R. Thus for nonzero k, the function g is an odd function.
Interchanging y with −y in (11.68), we get

g(x+ y) = g(x)− g(−y)

and using (11.69), we have

g(x+ y) = g(x) + g(y). (11.70)

Hence g(x) = A(x), where A : R→ C is an additive function; that is, A
satisfies

A(x+ y) = A(x) +A(y) (11.71)

for all x, y ∈ R. Thus we have the solution

f(x) = k
g(x) = A(x)

}
which is (11.64).

Next we suppose g is a constant function, say, k. Then (11.61) yields

k [f(x+ y)− f(x) + f(y)] = 0 (11.72)

for all x, y ∈ R.

If k = 0, then f can be arbitrary and

f(x) arbitrary
g(x) = 0

}
is a solution of (11.61) which is (11.63).

If k 6= 0, then (11.72) yields

f(x+ y) = f(x)− f(y) (11.73)
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for all x, y ∈ R. Letting x = 0 and y = 0 in (11.73), we see that f(0) = 0.
Further, letting x = 0 in (11.73), we have f(y) = 0 for all y ∈ R. Hence

f(x) = 0
g(x) = k

}
is a solution of (11.61) and it is included in the solution (11.62).

From now on we assume that both f and g are non-constant func-
tions. Interchanging x with y in (11.61), we obtain

f(x+ y) g(y − x) = f(y) g(y)− f(x) g(x) (11.74)

for all x, y ∈ R. Comparing (11.74) with (11.61), we obtain

f(x+ y) g(x− y) = −f(x+ y) g(y − x) (11.75)

for all x, y ∈ R. Letting u = x+ y and v = x− y, we have

f(u) g(v) = −f(u) g(−v) (11.76)

for all u, v ∈ R. Since f is non-constant, there exists a uo ∈ R such that
f(uo) 6= 0. Hence letting u = uo in (11.76), we obtain

g(−v) = −g(v) (11.77)

for all v ∈ R. Therefore g is an odd function.

Define

ψ(x) =
f(x) + f(−x)

2
(11.78)

and

φ(x) =
f(x)− f(−x)

2
. (11.79)

Then ψ is an even function and φ is an odd function. Moreover

f(x) = ψ(x) + φ(x) (11.80)

holds for all x ∈ R.

Using (11.80) in (11.61), we obtain

ψ(x+ y) g(x− y) + φ(x+ y) g(x− y)
= ψ(x) g(x)− ψ(y) g(y) + φ(x) g(x)− φ(y) g(y) (11.81)

for all x, y ∈ R. Replacing x by −x and y by −y and using the fact that
ψ is even, and φ and g are odd, we get

−ψ(x+ y) g(x− y) + φ(x+ y) g(x− y)
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= −ψ(x) g(x) + ψ(y) g(y) + φ(x) g(x)− φ(y) g(y). (11.82)

Adding (11.81) and (11.82), we have

φ(x+ y) g(x− y) = φ(x) g(x)− φ(y) g(y) (11.83)

for all x, y ∈ R. From (11.81) and (11.83), we also get

ψ(x+ y) g(x− y) = ψ(x) g(x)− ψ(y) g(y) (11.84)

for all x, y ∈ R.

Replace y with −y in (11.83), we get

φ(x− y) g(x+ y) = φ(x) g(x)− φ(y) g(y) (11.85)

for all x, y ∈ R. Comparing (11.83) and (11.85), we see that

φ(x+ y) g(x− y) = φ(x− y) g(x+ y) (11.86)

for all x, y ∈ R. Letting u = x+ y and v = x− y in (11.86), we have

φ(u) g(v) = φ(v) g(u) (11.87)

for all u, v ∈ R. Since g is a non-constant, we obtain

φ(x) = α g(x), (11.88)

where α is a real constant.

Case 1. Suppose α 6= 0. Then (11.88) in (11.83) yields

φ(x+ y)φ(x− y) = φ(x)2 − φ(y)2 (11.89)

for all x, y ∈ R. Since g is non-constant so also is φ. Hence the non-
constant solution of (11.89) is given by

φ(x) = A(x) (11.90)

or

φ(x) =
E(x)− E?(x)

2b
. (11.91)

Therefore from (11.88), we get

g(x) =
1
α
A(x), (11.92)

g(x) =
E(x)− E?(x)

2 b α
. (11.93)
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Letting y = −x in (11.84) and using the fact that g is odd, and ψ is
even, we get

ψ(0) g(2x) = 2ψ(x) g(x) (11.94)

for all x ∈ R.

Subcase 1.1. Suppose ψ(0) = 0. Then (11.94) yields

ψ(x) g(x) = 0 (11.95)

for all x ∈ R. Using (11.95) in (11.84), we obtain

ψ(x+ y) g(x− y) = 0 (11.96)

for all x, y ∈ R. Therefore either ψ = 0 or g = 0.

The situation g = 0 is not possible since g is non-constant. Since
f is non-constant and g is non-constant with φ = α g, from (11.80) we
see that ψ is also non-constant. Therefore ψ = 0 is not possible. Hence
ψ(0) = 0 is not the case.

Subcase 1.2. Suppose ψ(0) 6= 0. From (11.94), we get

g(2x) =
2
δ
ψ(x) g(x), (11.97)

where δ := ψ(0). Using (11.92) in (11.97), we get

ψ(x) = δ. (11.98)

Therefore we have the solution

f(x) = φ(x) + ψ(x) = A(x) + δ

and
g(x) =

1
α
A(x) = β A(x),

where β is a nonzero constant. Thus we have

f(x) = A(x) + δ
g(x) = β A(x)

}
which is the asserted solution (11.65). Here δ and β are arbitrary nonzero
complex constants.

Next using (11.93) and (11.97), we get

1
α b

E(2x)− E?(2x)
2

=
2
δ
ψ(x)

1
α b

E(x)− E?(x)
2
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which is
E(x) + E?(x) =

2
δ
ψ(x).

Hence

ψ(x) = δ
E(x) + E?(x)

2
. (11.99)

Therefore

f(x) = φ(x) + ψ(x)

=
E(x)− E?(x)

2b
+ δ

E(x) + E?(x)
2

= γ
E(x)− E?(x)

2
+ δ

E(x) + E?(x)
2

,

where γ = 1
b and

g(x) =
1
δ b

E(x)− E?(x)
2

= β
E(x)− E?(x)

2
,

where β = 1
bδ is a nonzero complex constant. Therefore we have

f(x) = γ E(x)−E?(x)
2 + δ E(x)+E?(x)

2

g(x) = β E(x)−E?(x)
2 ,


which is the solution (11.66).

Case 2. Finally we suppose α = 0. Then from (11.88) we have φ = 0.
Therefore f = ψ. Hence we arrive at the equation (11.84); that is,

ψ(x+ y) g(x− y) = ψ(x) g(x)− ψ(y) g(y)

for all x, y ∈ R. Using y = −x, we obtain as before

ψ(0) g(2x) = 2ψ(x) g(x)

for all x ∈ R. As before ψ(0) 6= 0. Therefore

g(2x) =
2
δ
ψ(x) g(x),

where δ := ψ(0).

Next we compute
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g(x+ y) g(x− y)

=
4
δ2

[
ψ

(
x+ y

2

)
g

(
x+ y

2

)
ψ

(
x− y

2

)
g

(
x− y

2

)]
=

4
δ2

[
ψ
(x

2

)
g
(x

2

)
− ψ

(y
2

)
g
(y

2

)] [
ψ
(x

2

)
g
(x

2

)
+ ψ

(y
2

)
g
(y

2

)]
=

4
δ2

[
ψ
(x

2

)2

g
(x

2

)2

− ψ
(y

2

)2

g
(y

2

)2
]

= g(x)2 − g(y)2

for all x, y ∈ R. Hence g satisfies

g(x+ y) g(x− y) = g(x)2 − g(y)2 (11.100)

for all x, y ∈ R. Therefore g is of the form

g(x) =
1
α
A(x) (11.101)

or

g(x) =
1
α b

E(x)− E?(x)
2

, (11.102)

where A : R → C is additive, E : R → C? is exponential, and α, b are
nonzero complex constants.

Using (11.97) and (11.101)–(11.102), we get

ψ(x) = δ (11.103)

or

ψ(x) = δ
E(x) + E?(x)

2
. (11.104)

Hence

f(x) = δ E(x)+E?(x)
2

g(x) = β E(x)−E?(x)
2


is the solution of (11.61) which is included in (11.66) with γ = 0.

Since no more cases are left, the proof of the theorem is complete.
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11.5 Solution of a Sine Functional Inequality

In this section, following Segal (1963), we will show that the solution
of the functional inequality

f(x+ y) f(x− y) ≤ f(x)2 − f(y)2 (11.105)

for all x, y ∈ R is same as the solution of the sine functional equation
(11.48), that is,

f(x+ y) f(x− y) = f(x)2 − f(y)2

Theorem 11.6. If f : R→ R satisfies the functional inequality (11.105)
for all x, y ∈ R, then f is a solution of the sine functional equation
(11.48).

Proof. Putting x = y = 0 in (11.105), we obtain f(0)2 ≤ 0. Hence

f(0) = 0. (11.106)

Letting x = −y in (11.105), we see that

0 ≤ f(−y)2 − f(y)2.

Hence
f(y)2 ≤ f(−y)2. (11.107)

Changing y to −y, we get

f(−y)2 ≤ f(y)2 ≤ f(−y)2. (11.108)

Therefore
f(y)2 = f(−y)2. (11.109)

Hence for each y ∈ R, we have either

f(−y) = −f(y)

or
f(−y) = f(y).

Suppose for some yo ∈ R,

f(y0) = f(−y0). (11.110)

Then letting x = 0 and y = y0 in (11.105), we obtain

f(y0)f(−y0) ≤ −f(y0)2. (11.111)
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Using (11.110) and (11.111), we get

2f(y0)2 ≤ 0.

Hence
f(y0) = 0 (11.112)

and also
f(−y0) = 0.

Therefore, we have
f(−y) = −f(y) (11.113)

for all y ∈ R. From (11.105) and (11.113), we have

f(y)2 ≤ f(x)2 − f(x+ y) f(x− y)

= f(x)2 + f(x+ y) f(y − x)

≤ f(x)2 + f(y)2 − f(x)2

= f(y)2.

Thus, we have
f(x+ y)f(x− y) = f(x)2 − f(y)2

and the proof of the theorem is now complete.

Remark 11.4. The continuous solution of the sine functional equation
(11.48) is given by

f(x) = k1 x
f(x) = k2 sin(k3x)
f(x) = k4 sinh(k5x),


where ki (i = 1, 2, ..., 5) are arbitrary real constants.

11.6 An Elementary Functional Equation

In 2003, Butler asked for the solution of the following problem: Prove
that for d < −1, there are exactly two solutions f : R → R of the
functional equation

f(x+ y) = f(x) f(y)− d sin(x) sin(y). (11.114)
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Michael Th. Rassias (2004), then a high school student from Athens
(Greece), solved this problem. The functional equation (11.114) is a spe-
cial case of the following functional equation:

f(x+ y) = f(x) f(y) + λ g(x) g(y). (11.115)

The solution of this functional equation can be obtained similarly to the
functional equation (11.1).

By replacing y with −y in (11.114), we get

f(x− y) = f(x) f(−y) + d sin(x) sin(y) (11.116)

for all x, y ∈ R. When (11.114) is added to (11.116), we have the following
interesting functional equation:

f(x+ y) + f(x− y) = f(x) [f(y) + f(−y)] (11.117)

for all x, y ∈ R. If f is an even function, then (11.117) reduces to the well-
known d’ Alembert functional equation that we studied in the previous
chapter.

The general solution (11.117) can be obtained from the works of
Chung, Ebanks, Ng and Sahoo (1995). Note that the trivial solutions of
(11.117) are f = 0 and f = 1. Using Theorem 3.1 in Chung et. al., we
have the following theorem.

Theorem 11.7. The nontrivial solution f : R → C of the functional
equation (11.117) for all x, y ∈ R is given by

f(x) =

aE(x) + bE?(x) if E(x) 6≡ E?(x)

E(x) [A(x) + 1] if E(x) ≡ E?(x),
(11.118)

where A : R → C is an additive function, E : R → C is a nonzero
exponential function, and a, b are arbitrary complex constants such that
a+ b = 1.

Proof. The proof is left to the reader as an exercise.

If f : R → R is a continuous or measurable nontrivial solution of
the functional equation (11.117) holding for all x, y ∈ R, then f is given
by either f(x) = b sin(αx) + cos(αx), f(x) = c sinh(β x) + cosh(β x) or
f(x) = dx+ 1, where α, β, b, c, d are arbitrary real constants.

Next, we present the solution provided by Rassias (2004) of the func-
tional equation (11.114).
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Theorem 11.8. Let d be a real number in the interval (−∞,−1). The
function f : R → R satisfies the functional equation (11.114) for all
x, y ∈ R if and only if f has one of the following forms

f(x) = a sin(x) + cos(x) (11.119)

or
f(x) = − a sin(x) + cos(x), (11.120)

where a is a constant given by a =
√
−d− 1.

Proof. It is easy to check that the solutions f given in (11.119) and
(11.120) satisfy the functional equation (11.114). So we proceed to show
that (11.119) and (11.120) are the only solutions of the functional equa-
tion (11.114).

Using the functional equation (11.114), we compute f(x+y+z) first
as f((x+ y)) + z) and then as f(x+ (y + z)) to get

f(x+ y + z) = f(x+ y)f(z)− d sin(x+ y) sin(z)
= f(x)f(y)f(z)− d sin(x) sin(y)f(z)
− d sin(x) cos(y) sin(z)− d cos(x) sin(y) sin(z).

and

f(x+ y + z) = f(x)f(y + z)− d sin(x) sin(y + z)
= f(x)f(y)f(z)− d f(x) sin(y) sin(z)
− d sin(x) sin(y) cos(z)− d sin(x) cos(y) sin(z).

Hence, we have

sin(x) sin(y)f(z) + sin(x) cos(y) sin(z) + cos(x) sin(y) sin(z)
= f(x) sin(y) sin(z) + sin(x) sin(y) cos(z) + sin(x) cos(y) sin(z)

for all x, y, z ∈ R. Letting y = z = π
2 , we obtain

f(x) = α sin(x) + cos(x), (11.121)

where α = f
(
π
2

)
.

Substituting (11.121) into the functional equation (11.114), we see
that α2 = −d− 1. Hence

α =
√
−d− 1 or α = −

√
−d− 1.

Setting a equals to
√
−d− 1, we obtain the asserted solutions (11.119)

and (11.120). This completes the proof of the theorem.
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11.7 Concluding Remarks

The solution of the functional equation (11.1), that is,

f(x− y) = f(x)f(y) + g(x)g(y)

for all x, y ∈ R, was treated by Gerretsen (1939) and Vaughan (1955).
The functional equation (11.2), that is,

g(x+ y) = g(x)f(y) + f(x)g(y)

for all x, y ∈ R, was considered by Vietoris (1944) and also by van der
Corput (1941). The general solution of the functional equation (11.2)
on abelian groups follows from the works of Vincze (1962b) and Vincze
(1963). The most frequent characterization of trigonometric functions is
that by the system

f(x+ y) = f(x) f(y)− g(x) g(y)
g(x+ y) = g(x) f(y) + f(x) g(y).

}
(11.122)

Angheluta (1943) solved the system (11.122) under the assumption of
continuity of the functions f and g. Ghermanescu (1949) proved that
the general real measurable solution of the system (11.122) is given by

f(x) = eax cos(bx) and g(x) = eax sin(bx),

where a, b are arbitrary constants.

The functional equation (11.2) takes the form

g(xy) = g(x)f(y) + f(x)g(y)

when one replaces the domain of the functions by a group G and the
range by a commutative field F. A generalization of this equation is the
following:

g(xy) = g(x)f(y) + f(x)g(y) + h(x)h(y). (11.123)

Chung, Kannappan and Ng (1985) determined the general solution
f, g, h : G → C of the last functional equation when G is an arbitrary
group and the F is the complex field. The following functional equation

g(x+ y) + g(x+ σy)
2

= g(x)f(y) + f(x)g(y) + h(x)h(y) (11.124)
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is a generalization of the functional equation (11.123). The general so-
lution f, g, h ∈ C(G) of this functional equation, when G is an abelian
topological group, σ : G→ G, is a continuous involutive automorphism
of order 2, and C(G) is the algebra of continuous, complex-valued func-
tions on G was determined by de Place Friis and Stetkaer (2002). There
are six sets of solutions and they are certain exponential polynomials.

The functional equation (11.48) was studied by Carmichael (1909),
Rosenbaum and Segal (1960), Kurepa (1960), Segal (1963) and Baker
(1970) among others researchers. The functional equation (11.48) on
arbitrary groups takes the form

f(xy) f(xy−1) = f(x)2 − f(y)2. (11.125)

Kannappan (1968b) found the general solution f : G → C of this func-
tional equation when G is a cyclic group. Corovei (1983) showed that if
G is a group whose elements are of odd order, F is a field of characteristic
different from 2, and f : G → F is a nonzero solution of (11.125), then
either f is of the form

f(x) =
g(x)− g(x−1)

2b
,

where b2 ∈ F∗ and g is a homomorphism of G into the multiplicative
group F∗ of F or f is a homomorphism from G into the additive group
of K. Corovei (2005) also proved the following result. Let G be a group
divisible by 2, such that the commutator subgroup G′ of G is 2-divisible,
and F be a quadratically closed field with characteristic different from
2. If f : G→ F is a solution of (11.125), then either f is of the form

f(x) = α
g(x)− g(x−1)

2
,

where α is an arbitrary element of F and g is a homomorphism of G into
the multiplicative group F∗ of F or f is a homomorphism from G into
the additive group of F.

Kannappan (1969) studied a variant of the functional equation
(11.48), namely,

g(x+ y + a) g(x− y + a) = g(x)2 − g(y)2. (11.126)

He proved that if g : R → C satisfies the functional equation (11.126)
with a 6= 0, then g(x) = f(x − a), where f : R → C is an arbitrary
solution of (11.48) with period 2a.

In the remaining of this section we present a result due to Sahoo
(2007).
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Theorem 11.9. Let (S,+) be a commutative semigroup, and let F be a
quadratically closed commutative field of characteristic different from 2.
Suppose σ is an endomorphism of S such that σ(σx) = x for all x ∈ S.
The non-constant functions f, g : S → F satisfy the functional equation

f(x+ σy) = f(x) f(y) + g(x) g(y) (11.127)

for all x, y ∈ S if and only if f and g have one of the following forms:

f(x) = χ(x)+χ(σx)
2

g(x) = k χ(x)−χ(σx)
2

 (11.128)

or
f(x) = aE(x)
g(x) = bE(x)

}
(11.129)

or
f(x) = ψ(x)− ψ(x)A(x)
g(x) = k ψ(x)A(x)

}
(11.130)

or
f(x) = (1− a)ψ(x) + aψ(x)φ(x)
g(x) = b ψ(x)− b ψ(x)φ(x),

}
(11.131)

where k, a, b are elements in F satisfying k2 = −1; a2+b2 = a; A : S → F
is an additive function satisfying A(σx) = A(x); and χ, ψ, φ,E : S → F
are exponential functions such that ψ(σx) = ψ(x), φ(σx) = φ(x) and
E(σx) = E(x) with ψ 6= 0.

Proof. Interchanging x with y in (11.127), we obtain

f(y + σx) = f(y) f(x) + g(y) g(x). (11.132)

Comparing (11.127) and (11.132) we see that

f(x+ σy) = f(y + σx) (11.133)

for all x, y ∈ S. Hence f(σx) = f(x) for all x ∈ S.

Next letting σx for x and σy for y in (11.127) and using (11.133), we
get

f(x+ σy) = f(x)f(y) + g(σx) g(σy). (11.134)

Hence from (11.127) and (11.134), we have

g(x) g(y) = g(σx) g(σy) (11.135)

for all x, y ∈ S. Since g is non-constant, there exists a yo ∈ S such that
g(yo) 6= 0. Hence letting y = yo in (11.135), we obtain

g(x) = α g(σx), (11.136)
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where α := g(yo)−1g(σyo). Interchanging x with σx in (11.136) and then
using (11.136), we see that

g(σx) = α g(σ(σx)) = α g(x) = α2 g(σx). (11.137)

Hence α2 = 1. Therefore α ∈ {−1, 1}.

Case 1. Suppose α = −1. Then (11.136) yields

g(σx) = − g(x) (11.138)

for all x ∈ S. Interchanging y with σy in (11.127) and using the fact
that f(σy) = f(y) and g(σy) = − g(y), we have

f(x+ y) = f(x) f(y)− g(x) g(y) (11.139)

for all x, y ∈ S. Adding (11.127) and (11.139), we obtain

f(x+ y) + f(x+ σy) = 2 f(x) f(y) (11.140)

for all x, y ∈ S. The general solution of the functional equation can be
obtained from Theorem 10.5 as

f(x) =
χ(x) + χ(σx)

2
, (11.141)

where χ : S → F is an exponential function. Using (11.141) in (11.137)
and simplifying, we obtain

g(x) g(y) = −
(
χ(x)− χ(σx)

2

)(
χ(y)− χ(σy)

2

)
(11.142)

for all x, y ∈ S. Hence

g(x) = k
χ(x)− χ(σx)

2
, (11.143)

where k is an element of F satisfying k2 = −1. Hence for this case we
have the asserted solution (11.128).

Case 2. Suppose α = 1. Hence (11.136) yields

g(σx) = g(x) (11.144)

for all x ∈ S. Letting σy for y in (11.127) and using (11.144) and the
fact f(σy) = f(y), we get

f(x+ y) = f(x) f(y) + g(x) g(y) (11.145)
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for all x, y ∈ S. The general solution of the functional equation can be
found from Lemma 4 in Chung, Kannappan and Ng (1985). However, for
the sake of convenience for the reader, the proof is repeated with some
simplifications. Computing f(x+ y + z) first as f((x+ y) + z) and then
as f(x+ (y + z)), using (11.145), we obtain

f(x+ y + z) = f(x) f(y + z) + g(x) g(y + z)
= f(x) [f(y) f(z) + g(y) g(z)] + g(x) g(y + z)
= f(x) f(y) f(z) + f(x) g(y) g(z) + g(x) g(y + z)

and

f(x+ y + z) = f(x+ y) f(z) + g(x+ y) g(z)
= [f(x) f(y) + g(x) g(y)] f(z) + g(x+ y) g(z)
= f(x) f(y) f(z) + g(x) g(y) f(z) + g(x+ y) g(z).

Comparing the last two expressions, we have

g(x+ y) g(z)− f(x) g(y) g(z) = g(x) g(y+ z)− g(x) g(y) f(z). (11.146)

Subtracting g(x) f(y) g(z) from both sides of (11.146), we get

[g(x+ y)− f(x) g(y)− f(y) g(x)] g(z)
= [g(y + z)− f(y) g(z)− f(z) g(y)] g(x) (11.147)

for all x, y, z ∈ S. We fix z = zo with g(zo) 6= 0 and obtain

g(x+ y)− f(x) g(y)− f(y) g(x) = g(x) k(y), (11.148)

where

k(y) := g(zo)−1 [g(y + zo)− f(y) g(zo)− f(zo) g(y)]. (11.149)

Using (11.148) in (11.145), we see that

g(x) k(y) g(z) = g(y) k(z) g(x). (11.150)

Since g 6= 0, it follows that

k(y) = 2α g(y), (11.151)

where α is some element in F. Hence (11.151) in (11.148) yields

g(x+ y) = f(x) g(y) + f(y) g(x) + 2α g(x) g(y) (11.152)
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for all x, y ∈ S. Multiplying (11.152) by λ and adding the resulting
expression to (11.145), we have

f(x+ y) + λ g(x+ y)
= f(x) f(y) + g(x) g(y) + λ f(x) g(y)

+ λ g(x) f(y) + 2αλ g(x) g(y).

The equation can be written as

f(x+ y) + λ g(x+ y) = [f(x) + λ g(x)] [f(y) + λ g(y)] (11.153)

if and only if λ satisfies

λ2 − 2λα− 1 = 0. (11.154)

By fixing λ to be such a constant, we get

f(x) + λ g(x) = ψ(x), (11.155)

where ψ : S → F is an exponential map. From (11.154) it is easy to see
that λ 6= 0. From (11.155) we have

f(x) = ψ(x)− λ g(x) (11.156)

and letting this into (11.145) and simplifying, we obtain

λ g(x+ y) = λ g(x)ψ(y) + λ g(y)ψ(x)− (λ2 + 1) g(x) g(y). (11.157)

There are two possibilities: (1) ψ = 0 and (2) ψ 6= 0. If ψ = 0, then from
(11.157), we get

g(x+ y) = −λ−1 (λ2 + 1) g(x) g(y) (11.158)

for all x, y ∈ S. Defining E : S → F by

E(x) = −λ−1 (λ2 + 1) g(x). (11.159)

Then by (11.159), the equation (11.158) reduces to

E(x+ y) = F (x)E(y) (11.160)

for all x, y ∈ S. Therefore E : S → F is an exponential map.

Hence from (11.159) and (11.156), we get

g(x) = bE(x) and f(x) = aE(x), (11.161)

where a := λ2 (λ2 + a)−1 and b := −λ (λ2 + a)−1 are elements of F. The
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constants a and b satisfy a2 +b2 = a. Thus we have the asserted solution
(11.129).

The other possibility is ψ 6= 0. Since every exponential function that
is not identically zero is nowhere zero, dividing (11.157) by

ψ(x+ y) = ψ(x)ψ(y)

side by side, we obtain

λ g(x+ y)
ψ(x+ y)

=
λ g(x)
ψ(x)

+
λ g(y)
ψ(y)

− (λ2 + 1)
λ2

(
λ g(x)
ψ(x)

) (
λ g(y)
ψ(y)

)
. (11.162)

When λ2 + 1 = 0, we have

λ g(x+ y)
ψ(x+ y)

=
λ g(x)
ψ(x)

+
λ g(y)
ψ(y)

(11.163)

for all x, y ∈ S. Hence
λ g(x)
ψ(x)

= A(x), (11.164)

where A : S → F is an additive function. Therefore

g(x) = λ−1 ψ(x)A(x), (11.165)

and by (11.156) and (11.165), we get

f(x) = ψ(x)− ψ(x)A(x). (11.166)

Letting k = λ−1 from (11.165) and (11.166), we have the asserted solu-
tion (11.130). It is easy to check that the constant k satisfies k2 = − 1
because of λ2 + 1 = 0.

When λ2 + 1 6= 0, (11.162) yields

φ(x+ y) = φ(x)φ(y), (11.167)

where

φ(x) = 1− λ2 + 1
λ2

(
λ g(x)
ψ(x)

)
. (11.168)

Hence φ : S → F is an exponential function. Therefore

g(x) = b ψ(x)− b φ(x)ψ(x), (11.169)

and by (11.156) and (11.169), we get

f(x) = (1− a)ψ(x) + aφ(x)ψ(x), (11.170)

where b := λ
λ2+1 and a := λ2

λ2+1 . It is easy to check that the constants
satisfy a2 + b2 = a. Thus we have the asserted solution (11.131).

One can easily verify that ψ(σx) = ψ(x), φ(σx) = φ(x) and E(σx) =
E(x) and the proof of the theorem is now complete.
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11.8 Exercises

1. Let α be a nonzero real constant. Find all functions f : R → R that
satisfy the functional equation

f(x+ y + 2α) + f(x− y + 2α) = 2f(x) f(y)

for all x, y ∈ R.

2. Let α be a nonzero real constant. Find all functions f, g : R→ R that
satisfy the functional equation

f(x+ y + 2α) + g(x− y + 2α) = 2f(x) g(y)

for all x, y ∈ R.

3. Let α be a nonzero real constant. Find all functions f : R → C that
satisfy the functional equation

f(x+ y + α) f(x− y + α) = f(x)2 − f(y)2

for all x, y ∈ R.

4. Let α be a nonzero real constant. Find all functions f : R → C that
satisfy the functional equation

f(x+ y + α) f(x− y + α) = f(x)2 + f(y)2 − 1

for all x, y ∈ R.

5. Let λ be a nonzero real constant. Find all functions f, g : R→ C that
satisfy the functional equation

f(x+ y)− f(x− y) = λ f(x) g(y)

for all x, y ∈ R.

6. Let λ be a nonzero real constant. Find all functions f, g : R→ C that
satisfy the functional equation

f(x+ y)− g(x− y) = λ f(x) f(y)

for all x, y ∈ R.

7. Let λ be a nonzero real constant. Find all functions f, g : R→ C that
satisfy the functional equation

f(x+ y)− g(x− y) = λ g(x) g(y)

for all x, y ∈ R.
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8. Let λ be a nonzero real constant. Find all functions f, g : R→ C that
satisfy the functional equation

f(x+ y)− g(x− y) = λ f(x) g(y)

for all x, y ∈ R.

9. Find all functions f, g : R→ R that satisfy the functional equation

g(x) f(x) = f

(
x+ y

2

)2

− f
(
x− y

2

)2

for all x, y ∈ R.

10. Find all functions f, g : R→ R that satisfy the functional equation

g(x) g(x) = f

(
x+ y

2

)2

− f
(
x− y

2

)2

for all x, y ∈ R.

11. Find all functions f : R→ R that satisfy the functional equation

f(x) + f(y) = f

(
x+ y

1− xy

)
for all x, y ∈ R.

12. Find all functions f, g, h : R→ R that satisfy the functional equation

f(x) + g(y) = h

(
x+ y

1− xy

)
for all x, y ∈ R.

13. Find all functions f, g : R→ C that satisfy the functional equation

f(x+ y) + f(x− y) = f(x) f(y) + f(x) f(−y)

for all x, y ∈ R.

14. Find all functions f, g : R→ C that satisfy the functional equation

f(x+ y) + f(x− y) = f(x) g(y) + f(x) g(−y)

for all x, y ∈ R.





Chapter 12

Pompeiu Functional Equation

12.1 Introduction

Let R? be the set of real numbers except −1, that is R? = R r {−1}.
Then (R?, ◦) is an abelian group where the group operation is defined
by

x ◦ y = x+ y + xy. (12.1)

If φ is a homomorphism of (R?, ◦) into (R?, ◦), then φ satisfies

φ(x ◦ y) = φ(x) ◦ φ(y)

for all x, y ∈ R?. In view of (12.1), φ can be completely characterized by
solving the functional equation

f(x+ y + xy) = f(x) + f(y) + f(x) f(y), (PE)

where x, y ∈ R?. This functional equation is known as the Pompeiu
functional equation.

In this chapter, we determine the solution of the Pompeiu functional
equation, a generalized Pompeiu functional equation and the Pompeiu
functional equation of Pexider type without any regularity assumption
on unknown functions. The materials for this chapter are taken from
Kannappan and Sahoo (1998).

12.2 Solution of the Pompeiu Functional Equation

This section is devoted to finding the solution of the Pompeiu func-
tional equation (PE) without any regularity condition on the unknown
function f .

197
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Theorem 12.1. If f : R→ R satisfies the Pompeiu functional equation

f(x+ y + xy) = f(x) + f(y) + f(x) f(y) (PE)

for all x, y ∈ R, then f is given by

f(x) = M(x+ 1)− 1, (12.2)

where M : R→ R is a multiplicative function.

Proof. Adding 1 to both sides of (PE), we get

1 + f(x+ y + xy) = 1 + f(x) + f(y) + f(x) f(y)

which is
1 + f(x+ y + xy) = (1 + f(x))(1 + f(y)) (12.3)

for all x, y ∈ R. Defining F : R→ R as

F (x) = 1 + f(x), (12.4)

we see that (12.3) reduces to

F (x+ y + xy) = F (x)F (y) (12.5)

for all x, y ∈ R. Replacing x by x− 1 and y by y − 1 in (12.5), we have

F (xy − 1) = F (x− 1)F (y − 1) (12.6)

for all x, y ∈ R. If we define

M(x) = F (x− 1), (12.7)

then (12.6) reduces to

M(xy) = M(x)M(y) (12.8)

for all x, y ∈ R. By (12.7) and (12.4), we get

f(x) = F (x)− 1
= M(x+ 1)− 1.

This completes the proof of the theorem.
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12.3 A Generalized Pompeiu Functional Equation

Now we consider the following generalized Pompeiu functional equa-
tion

f(ax+ by + cxy) = f(x) + f(y) + f(x) f(y) (FE)

for all x, y ∈ R. Here a, b, c are a priori chosen real parameters. If a =
b = c = 1, then (FE) reduces to the Pompeiu functional equation. The
following theorem was proved in Kannappan and Sahoo (1998).

Theorem 12.2. The function f : R→ R is a solution of the equation

f(ax+ by + cxy) = f(x) + f(y) + f(x) f(y) (FE)

if and only if f is given by

f(x) =


M(cx)− 1 if a = 0 = b, c 6= 0
E(x)− 1 if a = 1 = b, c = 0
M(cx+ 1)− 1 if a = 1 = b, c 6= 0
k otherwise,

where M : R → R is multiplicative, E : R → R is exponential, and k is
a constant satisfying k(k + 1) = 0.

Proof. The only constant solutions of (FE) are f ≡ 0 and f ≡ −1. So
we look for non-constant solutions of the functional equation (FE).

Substitution of x = 0 = y in (FE) yields

f(0)[f(0) + 1] = 0.

Hence, either f(0) = 0 or f(0) = −1. Now we consider two cases.

Case 1. Suppose f(0) = −1. Then x = 0 in (FE) gives

f(by) = f(0).

Hence when b 6= 0, the function f ≡ −1, which is not the case since we
are looking for a non-constant solution. Similarly by putting y = 0 in
(FE), we again get f ≡ −1 when a 6= 0. Likewise if a = 0 = c, b 6= 0 or
b = 0 = c, a 6= 0, then we obtain f = −1.

Suppose a = 0 = b. If c is also zero, then (FE) reduces to

(1 + f(x)) (1 + f(y)) = 0



200 Introduction to Functional Equations

since f(0) = −1. That is, f ≡ −1, a constant function. So we assume
that c 6= 0. Then replacing x by x

c and y by y
c in (FE), we obtain

M(xy) = M(x)M(y), (12.9)

where
M(x) = 1 + f

(x
c

)
. (12.10)

Therefore, we have
f(x) = M(cx)− 1, (12.11)

where M : R → R is multiplicative. Therefore (12.11) is a solution of
(FE) with f(0) = −1, a = b = 0 and c 6= 0.

Case 2. Suppose f(0) = 0. Let a = 0. Then y = 0 in (FE) gives f ≡ 0
which is not the case since we are looking for a non-constant solution.
Assume that a 6= 0. Similarly b 6= 0. Setting x = 0 and y = 0 separately
in (FE), we get

f(by) = f(y) (12.12)

and
f(ax) = f(x) (12.13)

so that (FE) becomes

f(ax+ by + cxy) = f(ax) + f(by) + f(ax) f(by) (12.14)

for all x, y ∈ R.

Suppose c = 0. Then replacing x by x
a and y by y

b in (12.14), we have

E(x+ y) = E(x)E(y), (12.15)

where E : R→ R given by

E(x) = 1 + f(x) (12.16)

is an exponential map. Further, from (12.12), (12.13) and (12.16), we
obtain

E(ax) = E(x) = E(bx). (12.17)

Since E(x)E(−x) = 1, we have

E((a− b)x) = 1 = E((a− 1)x). (12.18)

If a 6= b, then E is a constant map, and so f is also a constant function.
If a 6= 1, then E, and hence f is a constant. Hence a = 1 = b. Then
(12.16) yields

f(x) = E(x)− 1
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which is a solution of (FE) for the case a = b = 1 and c = 0.

Finally, let a 6= 0, b 6= 0 and c 6= 0. Set α = c
ab . Replacing x by x

aα
and y by y

bα in (12.14), we obtain

F (x+ y + xy) = F (x)F (y), (12.19)

where
F (x) = 1 + f

(x
α

)
. (12.20)

Changing x to x− 1 and y to y − 1 in (12.19), we have

M(xy) = M(x)M(y),

where M is multiplicative and

M(x) = F (x− 1). (12.21)

Thus by (12.20) and (12.21), we have

f(x) = F (αx)− 1.

Hence by (12.21), we obtain

f(x) = M(1 + αx)− 1. (12.22)

If we use (12.22) in (12.12) and (12.13) and the fact that α = c
ba , then

we have

M
(

1 +
c

a
x
)

= M
(

1 +
c

b
x
)

= M
(

1 +
c

ab
x
)
. (12.23)

Recall that, since M is multiplicative,

M(x)M
(

1
x

)
= 1

(otherwise if M(1) = 0, then M ≡ 0 so that f ≡ −1). Changing sepa-
rately x to ax

c and x to bx
c in (12.23), we get

M(1 + x) = M
(

1 +
x

b

)
= M

(
1 +

x

a

)
. (12.24)

Similarly, replacing x by abx
c in (12.23), we have

M(1 + x) = M(1 + ax) = M(1 + bx). (12.25)

Replacing x by x− 1 in (12.25), we obtain

M(x) = M(1 + a(x− 1))
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which yields

M

(
1− a+ ax

x

)
= 1

if x 6= 0.

Suppose a 6= 1. Changing x to (1− a)x, we have

M

(
a+

1
x

)
= 1,

and thus again replacing x by 1
x−a , we have

M(x) = 1

when x 6= 0, a. Similarly if b 6= 1, we get

M(x) = 1

when x 6= 0, b.

Hence, M(x) = 1 for all x which leads to f a constant. Therefore
a = 1 = b. Then from (12.22), we obtain

f(x) = M(1 + cx)− 1, (12.26)

where M : R→ R is multiplicative.

Since no more cases are left, the proof of the theorm is complete.

12.4 Pexiderized Pompeiu Functional Equation

First we prove two lemmas that will be instrumental for establishing
the pexiderized Pompeiu functional equation (12.58). In this section, the
set of all nonzero real numbers will be denoted by Ro.

Lemma 12.1. Let g, h : Ro → R satisfy the functional equation

g(xy) = g(y) + g(x)h(y) (12.27)

for all x, y ∈ Ro. Then for all x, y ∈ Ro, g(x) and h(y) are given by

g(x) = 0, h(y) = arbitrary; (12.28)

g(x) = L(x), h(y) = 1; (12.29)
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g(x) = α [M(x)− 1], h(y) = M(y), (12.30)

where M : Ro → R is a multiplicative function not identically one,
L : Ro → R is a logarithmic function not identically zero and α is an
arbitrary nonzero constant.

Proof. If g ≡ 0, then h is arbitrary and they satisfy the equation (12.27).
Hence we have the solution (12.28). We assume hereafter that g 6≡ 0.

Interchanging x with y in (12.27) and comparing the resulting equa-
tion to (12.27), we get

g(y) [h(x)− 1] = g(x) [h(y)− 1]. (12.31)

Suppose h(x) = 1 for all x ∈ Ro. Then (12.27) yields g(xy) = g(y)+g(x)
and hence the function g : Ro → R is logarithmic. This yields the solution
(12.29).

Finally, suppose h(y) 6= 1 for some y. Then from (12.31), we have

g(x) = α [h(x)− 1], (12.32)

where α is a nonzero constant, since g 6≡ 0. Using (12.32) in (12.27) and
simplifying, we obtain

h(xy) = h(x)h(y). (12.33)

Hence, h : Ro → R is a multiplicative function. This gives the asserted
solution (12.30) and the proof of the lemma is now complete.

Lemma 12.2. The general solutions f, g, h : Ro → R of the functional
equation

f(xy) = f(x) + f(y) + α g(x) + β h(y) + g(x)h(y) (12.34)

for all x, y ∈ Ro, where α and β are a priori chosen constants, have
values f(x), g(x) and h(y) given, for all x, y ∈ Ro, by

f(x) = L(x) + αβ
g(x) is arbitrary
h(y) = −α;

 (12.35)

f(x) = L(x) + αβ
g(x) = −β
h(y) is arbitrary;

 (12.36)

f(x) = Lo(x) + 1
2 cL

2
1(x) + αβ

g(x) = cL1(x)− β
h(y) = L1(y)− α;

 (12.37)
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f(x) = L(x) + γδ [M(x)− 1] + αβ
g(x) = γ [M(x)− 1]− β
h(y) = δ [M(y)− 1]− α,

 (12.38)

where M : Ro → R is a multiplicative map not identically one; Lo, L1, L :
Ro → R are logarithmic functions with L1 not identically zero; and c, δ, γ
are arbitrary nonzero constants.

Proof. Interchanging x with y in (12.34) and comparing the resulting
equation to (12.34), we obtain

[α+ h(y) ] [β + g(x) ] = [α+ h(x) ] [β + g(y) ]. (12.39)

Now we consider several cases.

Case 1. Suppose h(y) = −α for all y ∈ Ro. Then (12.34) yields

f(xy) = f(x) + f(y)− αβ. (12.40)

Hence
f(x) = L(x) + αβ, (12.41)

where L : Ro → R is a logarithmic function. Hence we have the asserted
solution (12.35).

Case 2. Suppose g(x) = −β for all x ∈ Ro. Then (12.34) yields

f(xy) = f(x) + f(y)− αβ.

Hence, as before,
f(x) = L(x) + αβ,

where L : Ro → R is a logarithmic function. Thus we have the asserted
solution (12.36).

Case 3. Now we assume h(x) 6= −α for some x ∈ Ro and g(x) 6= −β for
some x ∈ Ro. From (2.13), we get

β + g(y) = c [α+ h(y)], (12.42)

where c is a nonzero constant.

Using (12.34), we compute

f(x(yz)) = f(x) + f(y) + f(z) + α g(y) + β h(z)
+ g(y)h(z) + α g(x) + β h(yz) + g(x)h(yz). (12.43)
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Again, using (12.34), we have

f((xy)z) = f(x) + f(y) + f(z) + α g(x) + β h(y)
+ g(x)h(y) + α g(xy) + β h(z) + g(xy)h(z). (12.44)

From (12.43) and (12.44), we obtain

[α+ h(z)] [g(y)− g(xy)] = [β + g(x)] [h(y)− h(yz)] (12.45)

for all x, y ∈ Ro.

Since g(x) 6= −β for some x ∈ Ro, there exists a xo ∈ Ro such that
g(xo) + β 6= 0. Letting x = xo in (12.45), we have

h(yz) = h(y) + [α+ h(z)] k(y), (12.46)

where

k(y) =
g(yxo)− g(y)
g(xo) + β

. (12.47)

The general solution of (12.46) can be obtained from Lemma 12.1 (add
α to both sides). Hence, taking into consideration that h(y) +α 6≡ 0, we
have

h(y) = L1(y)− α (12.48)

or
h(y) = δ [M(y)− 1]− α, (12.49)

where L1 is logarithmic not identically zero, M is multiplicative not
identically one and δ is an arbitrary constant.

Now we consider two subcases.

Subcase 3.1. From (12.48) and (12.52), we have

g(y) = cL1(y)− β. (12.50)

Using (12.48) and (12.50) in (12.34), we get

f(xy) = f(x) + f(y) + cL1(x)L1(y)− αβ. (12.51)

Defining

Lo(x) := f(x)− 1
2
cL2

1(x)− αβ, (12.52)

we see that (12.51) reduces to

Lo(xy) = Lo(x) + Lo(y)
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for all x, y ∈ Ro, that is, Lo is logarithmic, and from (12.52), we have

f(x) = Lo(x) +
1
2
cL2

1(x) + αβ. (12.53)

Hence (12.53), (12.50) and (12.48) yield the asserted solution (12.37).

Subcase 3.2. Finally, from (12.49) and (12.42), we obtain

g(y) = δ c [M(y)− 1]− β. (12.54)

With (12.49) and (12.54) in (12.34), we have

f(xy) = f(x) + f(y)− αβ + c δ2 [M(x)− 1] [M(y)− 1]. (12.55)

Defining
L(x) := f(x)− c δ2 [M(x)− 1]− αβ, (12.56)

we see that (12.55) reduces to

L(xy) = L(x) + L(y)

for all x, y ∈ Ro, that is, L is a logarithmic function. Using (12.56), we
have

f(x) = L(x) + γδ [M(x)− 1] + αβ, (12.57)

where γ = c δ. Hence (12.57), (12.54) and (12.49) yield the asserted
solution (12.38). This completes the proof of the lemma.

Using Lemma 12.2, we determine the general solution of the pex-
iderized Pompeiu functional equation following Kannappan and Sahoo
(1998).

Theorem 12.3. The functions f, p, q, g, h : R? → R satisfy the func-
tional equation

f(x+ y + xy) = p(x) + q(y) + g(x)h(y) (12.58)

for all x, y ∈ R? if and only if, for all x, y ∈ R?,

f(x) = L(x+ 1) + αβ + a+ b
p(x) = L(x+ 1) + b
q(y) = L(y + 1) + αβ + a+ βh(y)
g(x) = −β
h(y) is arbitrary;

 (12.59)

f(x) = L(x+ 1) + αβ + a+ b
p(x) = L(x+ 1) + +αβ + b+ αg(x)
q(y) = L(y + 1) + a
g(x) is arbitrary
h(y) = −α;

 (12.60)
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f(x) = L(x+ 1) + γδ [M(x+ 1)− 1] + αβ + a+ b
p(x) = L(x+ 1) + (δ + α)γ [M(x+ 1)− 1] + b
q(y) = L(y + 1) + (γ + β)δ [M(y + 1)− 1] + a
g(x) = γ [M(x+ 1)− 1]− β
h(y) = δ [M(y + 1)− 1]− α;

 (12.61)

f(x) = Lo(x+ 1) + 1
2 cL

2
1(x+ 1) + αβ + a+ b

p(x) = Lo(x+ 1) + 1
2 cL

2
1(x+ 1) + αcL1(x+ 1) + b

q(y) = Lo(y + 1) + 1
2 cL

2
1(y + 1) + β L1(y + 1) + a

g(x) = cL1(x+ 1)− β
h(y) = L1(y + 1)− α,

 (12.62)

where M : Ro → R is a multiplicative function not identically one,
Lo, L1, L : Ro → R are logarithmic maps with L1 not identically zero
and α, β, γ, δ, a, b, c are arbitrary real constants.

Proof. First, we substitute y = 0 in (12.58) and then we put x = 0 in
(12.58) to obtain

p(x) = f(x)− a+ α g(x) (12.63)

and
q(y) = f(y)− b+ β h(y), (12.64)

where a := q(0), b := p(0), α := −h(0), β := −g(0). Using (3.5) and
(3.6) in (12.58), we have

f(x+y+xy) = f(x)+f(y)−a−b+α g(x)+β h(y)+g(x)h(y) (12.65)

for x, y ∈ R∗. Replacing x by u − 1 and y by v − 1 in (12.65) and then
defining

F (u) := f(u− 1)− a− b, G(u) := g(u− 1), H(u) := h(u− 1) (12.66)

for all u ∈ Ro, we obtain

F (uv) = F (u) + F (v) + αG(u) + β H(v) +G(u)H(v) (12.67)

for all u, v ∈ Ro. The general solution of (12.67) can now be obtained
from Lemma 12.2. The first two solutions of Lemma 12.2 (see (12.35)
and (12.36)) together with (12.63) and (12.64) yield the solutions (12.59)
and (12.60). The next two solutions of Lemma 12.2 (that is, solutions
(12.37) and (12.38)) yield together with (12.63) and (12.64) the asserted
solutions (12.61) and (12.62).

This completes the proof of the theorem.
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12.5 Concluding Remarks

Neagu (1984) reformulated the Pompeiu functional equation

f(x+ y + xy) = f(x) + f(y) + f(x)f(y) (PE)

in distribution and determined the distributional solution of (PE). From
this distributional solution he then found the locally integrable solution
of (PE). In 1985, he found the distributional solution of the following
generalized Pompeiu functional equation (see Neagu (1985)):

f(x+ y + xy) = g(x) + h(y) + h(x) g(y) (12.68)

for all x, y ∈ (−1,∞).

Kannappan and Sahoo (1998) determined the general solution of the
Pompeiu functional equation (PE) without any regularity condition on
the unknown function f : R → R. In the same paper, they also found
the general solution of the pexiderized version of the Pompeiu functional
equation, namely,

f(x+ y + xy) = p(x) + q(y) + g(x)h(y) (12.69)

for all x, y ∈ R without assuming any regularity assumption on the un-
known functions f, p, q, g, h : R? → R, where R? = R\{−1}. Kannappan
and Sahoo (1998) also determined the general solution of the functional
equation

f(ax+ by + cxy) = f(x) + f(y) + f(x) f(y) (12.70)

without any regularity assumption of the unknown function f : R→ R.
In the equation (12.70), a, b, c are real parameters.

Lee and Jun (2001) considered the pexiderized version of the func-
tional equation (12.70), that is,

f(ax+ by + cxy) = p(x) + q(y) + g(x)h(y) (12.71)

for all x, y ∈ R. They determined the general solution of the above
functional equation (12.71) without any regularity assumption.

Chung (2001) reformulated the Pompeiu functional equation (PE)
and its generalization as equations for Gevrey distributions and showed
that every solution of each functional equation in the space of Gevrey
distributions is Gevrey differentiable.

Chung, Chung and Kim (2006) studied the generalized Pompeiu
functional equation (12.69) in the space of Schwartz distributions and
then determined the locally integrable solutions of the functional equa-
tion (12.69) as an application.
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12.6 Exercises

1. Find all functions f : R→ R that satisfy the functional equation

f(x+ y − xy) = f(x) + f(y) + f(x) f(y)

for all x, y ∈ R.

2. Find all functions f, g, h : R→ R that satisfy the functional equation

f(x+ y − xy) = g(x) + h(y) + g(x)h(y)

for all x, y ∈ R.

3. Find all functions f : R→ R that satisfy the functional equation

f(x+ y − xy) + f(x− y + xy) = 2 f(x)

for all x, y ∈ R.

4. Let a, b, c be a priori chosen real numbers. Find all functions
f, g, h, p, q : R→ R that satisfy the functional equation

f(ax+ by + cxy) = p(x) + q(y) + g(x)h(y)

for all x, y ∈ R.

5. Find all functions f : R→ R that satisfy the functional equation

f(x+ y + xy) = f(x) + f(y) + xf(y) + yf(x)

for all x, y ∈ R with x 6= −1.

6. Find all functions f, g, h, k, ` : R → R that satisfy the functional
equation

f(x+ y + xy) = g(x) + h(y) + xk(y) + y`(x)

for all x, y ∈ R.

7. Let a, b, c, n be a priori chosen real numbers such that ab 6= 0 and
n > 0. Find all functions f, g : R→ R that satisfy the functional equation

f(ax+ by + nxy + c) = g(x) + g(y)

for all x, y ∈ R.
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8. Let a, b, c, n be a priori chosen real numbers such that ab 6= 0 and
n > 0. Find all functions f, g : R→ R that satisfy the functional equation

f(ax+ by + nxy + c) = g(x) g(y)

for all x, y ∈ R.

9. Find all functions f : R2 → R that satisfy the functional equation

f(x+ y − xy, u+ v) + f(x+ y − xy, u− v) = 2f(x, u) f(y, v)

for all x, y, u, v ∈ R.

10. Find all functions f : (−∞, 1)→ R that satisfy the functional equa-
tion

f(x+ y − xy) + x f(y) + y f(x) = f(x) + f(y)

for all x, y ∈ (−∞, 1).

11. Let α and β be any two positive real numbers. Find all functions
f, g, h : R→ R that satisfy the functional equation

f(x+ y − xy) = (1− x)α g(y) + (1− y)β h(x)

for all x, y ∈ R.



Chapter 13

Hosszú Functional Equation

13.1 Introduction

In lattice theory one considers functions f which satisfy

f(x ∨ y) + f(x ∧ y) = f(x) + f(y)

for all x, y in some lattice (see Birkhoff (1967), p. 74). If one applies the
standard substitutions

x ∨ y = x+ y − xy and x ∧ y = xy

to transform the lattice concepts to Boolean ring, one obtains the
Hosszú’s functional equation

f(x+ y − xy) + f(xy) = f(x) + f(y). (HE)

The goal of this chapter is to present the general solutions of the Hosszú
functional equation. In this chapter, a generalization of the functional
equation (HE) will be considered and its solution will be presented with-
out any regularity assumption.

13.2 Hosszú Functional Equation

In this section, we determine the general solution of the Hosszú func-
tional equation without any regularity assumptions on the unknown
function f.

The following theorem was proved independently by Blanusa (1970)
and Daróczy (1971). Although their papers were published in different
years, they had submitted their papers to the same journal about the
same time. The proof of the following theorem is based on the proof due
to Daróczy.
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Theorem 13.1. Let f : R → R satisfy the Hosszú functional equation
(HE), that is

f(x+ y − xy) + f(xy) = f(x) + f(y)

for all x, y ∈ R. Then there exist an additive function A : R→ R and a
constant a ∈ R such that

f(x) = A(x) + a. (13.1)

Proof. Defining G : R2 → R by

G(x, y) = f(x) + f(y)− f(xy), (13.2)

we see that G satisfies

G(uv,w) +G(u, v) = G(u, vw) +G(v, w) (13.3)

for all u, v, w ∈ R. Since

G(x, y) = f(x) + f(y)− f(xy),

by (HE), G is also equal to

G(x, y) = f(x+ y − xy). (13.4)

Inserting (13.4) into (13.3), we obtain

f(uv+w−uvw)+f(u+v−uv) = f(u+vw−uvw)+f(v+w−vw) (13.5)

for all u, v, w ∈ R. Setting w = 1
v in (13.5), we get

f

(
uv +

1
v
− u
)

+ f(u+ v − uv) = f(1) + f

(
v +

1
v
− 1
)

(13.6)

for all u ∈ R and v ∈ R\{0}.

Choose arbitrarily x, y ∈ R such that x + y ∈ R+ (the set of all
positive real numbers). We look for u, v ∈ R with v 6= 0, satisfying

uv +
1
v
− u = x+ 1 (13.7)

and
u+ v − uv = y + 1. (13.8)

Adding (13.7) and (13.8), we see that

v +
1
v

= x+ y + 2 (13.9)
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which yields the following quadratic equation

v2 − (x+ y + 2)v + 1 = 0. (13.10)

This quadratic equation has two real distinct nonzero roots since the
constant term is 1 and the discriminant

(x+ y + 2)2 − 4 = (x+ y)(x+ y + 4) > 0.

Let v0 be one of the two distinct roots of (13.10). Clearly v0 6= 1, since

v0 +
1
v0

= (x+ y + 2) 6= 2

by (13.9) (also from (13.10)). Hence if

u0 =
y + 1− v0

1− v0
,

then u0 and v0 satisfy the system of equations (13.7)–(13.8).

For arbitrary x, y ∈ R with x+ y ∈ R+, we let (13.7) and (13.8) into
(13.6) to give

f(x+ 1) + f(y + 1) = f(1) + f(x+ y + 1). (13.11)

We define
A(x) = f(x+ 1)− f(1). (13.12)

Then (13.12) in (13.11) yields

A(x) +A(y) = A(x+ y) (13.13)

for all x, y ∈ R with x+ y ∈ R+.

Now we extend (13.13) to R2 (see Figure 13.1).

Q
Q
Q

Q
Q

Q
Q
Q

Q
Q

- x

6
y

x+ y ≤ 0 x+ y > 0

Figure 13.1. Illustration of the domain of equation (13.13).
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If x + y ≤ 0, then we can find a t ∈ R such that t + x ∈ R+ and
t+ x+ y ∈ R+. Then (13.13) yields

A(t) +A(x+ y) = A(t+ x+ y) (since t+ x+ y > 0)
= A(t+ x) +A(y) (by (13.13))
= A(t) +A(x) +A(y) (since t+ x ∈ R+).

Hence
A(x+ y) = A(x) +A(y)

for all x, y ∈ R. Therefore A is additive on R.

By (13.12), we get

f(x+ 1)− f(1) = A(x)
f(x+ 1) = A(x) + f(1)

or

f(x) = A(x− 1) + f(1)
= A(x)−A(1) + f(1)
= A(x) + a.

This completes the proof.

13.3 A Generalization of Hosszú Equation

In this section, we consider a generalization of the Hosszú functional
equation due to Kannappan and Sahoo (1993). The following result is
needed for finding the general solution of the generalized Hosszú func-
tional equation.

Theorem 13.2. Let f, g, h, k : R→ R satisfy the functional equation

f(x+ y)− g(x)− h(y) = k(xy) (13.14)

for all x, y ∈ R. Then the general solution of (13.14) is given by

f(x) = A1(x2) +A(x) + a

g(x) = A1(x2) +A(x) + a− b1
h(x) = A1(x2) +A(x) + a− b2
k(x) = 2A1(x) + b1 + b2 − a,

 (13.15)
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where A,A1 : R → R are additive functions and a, b1, b2 are arbitrary
constants.

Proof. Letting x = 0 and y = 0 in (13.14) separately, we obtain

h(y) = f(y)− g(0)− k(0) (13.16)

and
g(x) = f(x)− h(0)− k(0), (13.17)

respectively. Inserting (13.16) and (13.17) into (13.14), we get

f(x+ y)− f(x)− f(y) = l(xy), (13.18)

where
l(x) := k(x)− g(0)− h(0)− 2 k(0). (13.19)

Substituting y = 1 in (13.18), we obtain

l(x) = f(x+ 1)− f(x)− f(1). (13.20)

By (13.20), (13.18) can be rewritten as

f(x+ y) + f(xy) = f(1 + xy) + f(x) + f(y)− f(1). (13.21)

Defining
F (x) := f(x)− f(1) (13.22)

the equation (13.21) can be written as

F (x+ y) + F (xy) = F (1 + xy) + F (x) + F (y) (13.23)

for all x, y ∈ R.

Replacing y with −y in (13.23), we obtain

F (x− y) + F (−xy) = F (1− xy) + F (x) + F (−y). (13.24)

Adding (13.24) to (13.23), we get

F (x+ y) + F (x− y) + F (xy) + F (−xy)
= 2F (x) + F (y) + F (−y) + F (1 + xy) + F (1− xy) (13.25)

for all x, y ∈ R. Interchanging x with y in (13.25), we have

F (x+ y) + F (y − x) + F (xy) + F (−xy)
= 2F (y) + F (x) + F (−x) + F (1 + xy) + F (1− xy). (13.26)
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Subtracting (13.26) from (13.25), we obtain

F (x− y)− F (y − x) = F (x)− F (−x) + F (−y)− F (y). (13.27)

With
ψ(x) := F (x)− F (−x) (13.28)

the above equation reduces to

ψ(x− y) = ψ(x)− ψ(y), x, y ∈ R.

Thus ψ is additive, and we have

F (x)− F (−x) = A(x), (13.29)

where A : R→ R is an additive function. Next, we subtract (13.24) from
(13.23) to get

F (x+ y)− F (x− y) + F (xy)− F (−xy)
= F (1 + xy)− F (1− xy) + F (y)− F (−y). (13.30)

Using (13.29) in (13.30), we get

F (x+ y)−F (x− y) +A(xy) = F (1 + xy)−F (1− xy) +A(y). (13.31)

Define w : R→ R by

w(x) := F (x)− 1
2
A(x) x ∈ R. (13.32)

Then by (13.32), (13.31) reduces to

w(x+ y) + w(1− xy) = w(x− y) + w(1 + xy) (13.33)

for all x, y ∈ R. Choose 2x =
√
t+ s+

√
t and 2 y =

√
t+ s−

√
t so that

√
t = x− y, t > 0
s = 4x y.

}
(13.34)

Letting (13.34) in (13.33), we get

w(
√
s+ t) + w

(
1− s

4

)
= w(

√
t) + w

(
1 +

s

4

)
(13.35)

for all (s, t) ∈ D, where

D := {(s, t) ∈ R2 | t ∈ R+, s+ t ∈ R+}.
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Defining
G(t) := w(

√
t), t ∈ R+ (13.36)

and

H(t) := w

(
1 +

t

4

)
− w

(
1− t

4

)
, (13.37)

we see that (13.35) becomes

G(t+ s) = G(t) +H(s), (s, t) ∈ D. (13.38)

Now interchanging s and t in (13.38), we obtain

G(s+ t) = G(s) +H(t)

and from which, using (13.38), we see that

H(s) = G(s)− β, s ∈ R+,

where β is a constant. Therefore (13.38) becomes

G(t+ s) = G(t) +G(s)− β s, t > 0.

Hence, we obtain

G(t) = A1(t) + β, t > 0,

where A1 : R→ R is an additive function. From (13.36), we see that

w(s) = A1(s2) + β (13.39)

for all s ∈ R+.

Substitution of x = 0 in (13.33) gives w(y) = w(−y). So (13.39) holds
for t < 0. Further x = y in (13.33) gives w(0). Thus (13.39) holds for
real numbers t.

From (13.22), (13.32) and (13.39), we get

f(x) = A1(x2) +
1
2
A(x) + β + f(1) x ∈ R. (13.40)

From (13.16) and (13.40), we get

h(x) = A1(x2) +
1
2
A(x) + β + f(1)− g(0)− k(0), (13.41)

and from (13.17)(2.4) and (13.40), we obtain

g(x) = A1(x2) +
1
2
A(x) + β + f(1)− h(0)− k(0). (13.42)
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Finally from (13.19), (13.20) and (13.40), we get

k(x) = l(x) + b

= f(x+ 1)− f(x) + b− f(1)

= A1(1 + x2 + 2x)−A1(x) +
1
2
A(1 + x)− 1

2
A(x) + b− f(1)

= 2A1(x) +A1(1) +
1
2
A(1) + b− f(1),

where
b = g(0) + h(0) + 2 k(0) = f(0) + k(0). (13.43)

From (13.39), (13.22) and (13.42), we see that

A1(1) +
1
2
A(1) + β = 0. (13.44)

Hence
k(x) = 2A1(x)− β + b− f(1). (13.45)

Letting

a = f(1)+β, b1 = g(0)+k(0), b2 = h(0)+k(0), b = b1+b2 (13.46)

into (13.40), (13.41), (13.42), (13.45) and replacing 1
2A(x) by A(x), we

obtain the asserted form (13.15).

Corollary 13.1. Suppose f : R→ R is such that the Cauchy difference
f(x+ y)− f(x)− f(y) depends only on the product xy for all x, y ∈ R.
Then f is of the form

f(x) = A1(x2) +A(x) + a,

where A1, A : R → R are additive functions and a is an arbitrary con-
stant.

Now we prove our main result.

Theorem 13.3. Let f, g, h, k : R→ R satisfy the functional equation

f(x+ y + αx y) + g(xy) = h(x) + k(y) (FE)

for all x, y ∈ R and α ∈ R. Then the general solution of (FE) is given
by

f(x) =

{
A1(x2) +A(x) + a if α = 0
A(αx) + a if α 6= 0

(13.47)
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g(x) =

{
−2A1(x) + a+ b1 + b2 if α = 0
A(−α2 x) + a+ b1 + b2 if α 6= 0

(13.48)

h(x) =

{
A1(x2) +A(x) + a+ b1 if α = 0
A(αx) + a+ b1 if α 6= 0

(13.49)

k(x) =

{
A1(x2) +A(x) + a+ b2 if α = 0
A(αx) + a+ b2 if α 6= 0,

(13.50)

where A, A1 : R → R are additive functions and a, b1, b2 are arbitrary
constants.

Proof. First, we treat the case α = 0. In this case (FE) reduces to

f(x+ y) + g(xy) = h(x) + k(y) (13.51)

which is same as (13.14) and its solution can be obtained from Theorem
13.2. Thus, we have the first part of solution (13.47)–(13.50).

Next, we consider the case α 6= 0. Letting y = 0 and x = 0 in (FE)
separately, we see that

h(x) = f(x) + g(0)− k(0) (13.52)

and
k(y) = f(y) + g(0)− h(0), (13.53)

respectively. Use of (13.52) and (13.53) in (FE) yields

f(x+ y + αxy) + g(xy) = f(x) + f(y) + b1 + b2, (13.54)

where
b1 = g(0)− k(0),
b2 = g(0)− h(0).

}
(13.55)

Substitution of y = − 1
α (recall α 6= 0) in (13.54) gives

g(x) = f(−αx) + b1 + b2. (13.56)

Hence by (13.56), (13.54) becomes

f(x+ y + αxy) + f(−αxy) = f(x) + f(y) (13.57)

for all x, y ∈ R. To determine the general solution of (13.57), we adopt
a method similar to that of Daróczy (1971).

Defining G : R2 → R by

G(x, y) := f(x) + f(y)− f(−αxy), (13.58)
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we see that G satisfies

G
(
αu,− v

α

)
+G(αuv,w) = G(αu, vw) +G

(
− v
α
,w
)

(13.59)

for all u, v, w ∈ R. By (13.58) and (13.57), (13.59) can be written as

f

(
αu− v

α
− αuv

)
+ f(αuv + w + α2uvw)

= f(αu+ vw + α2uvw) + f

(
− v

α
+ w − vw

)
. (13.60)

Setting w = − 1
αv in (13.60), we obtain

f
(
αu− v

α
− αuv

)
+ f

(
αuv − 1

αv
− αu

)
= f

(
− 1
α

)
+ f

(
− v
α
− 1
αv

+
1
α

)
. (13.61)

for all u ∈ R and v ∈ R \ {0}.

Choose arbitrarily x, y ∈ R such that x+y ∈ R+. We look for u, v ∈ R
with v 6= 0, satisfying

αu− v

α
− αuv =

y + 1
α

(13.62)

and
αuv − 1

αv
− αu =

x+ 1
α

. (13.63)

Adding (13.62) and (13.63), we see that

−v − 1
v

= x+ y + 2 (13.64)

which yields the following quadratic equation

v2 + (x+ y + 2) v + 1 = 0. (13.65)

This quadratic equation has two real distinct nonzero roots since the
constant term is 1 and the discriminant is

(x+ y + 2)2 − 4 = (x+ y) (x+ y + 4) > 0.

Let vo be one of the two distinct roots of (13.65). Clearly vo 6= 1, since

vo +
1
vo

= −(x+ y + 2) 6= 2
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by (13.64). Hence if uo = y+1+vo
α2 (1−vo) , then uo and vo satisfy the system of

equations (13.62)–(13.63).

For arbitrary x, y ∈ R with x+ y > 0, we let (13.62) and (13.63) into
(13.61) to obtain

f

(
x+ 1
α

)
+ f

(
y + 1
α

)
= f

(
− 1
α

)
+ f

(
x+ y + 3

α

)
. (13.66)

We define

B(x) := f

(
x+ 1
α

)
− f

(
− 1
α

)
. (13.67)

Then by (13.67), the functional equation (13.66) reduces to

B(x+ y + 2) = B(x) +B(y)

for all x, y ∈ R with x+y ∈ R+. For x = 0, y > 0 we see that B(y+2) =
B(0) +B(y) so that

B(x+ y) +B(0) = B(x) +B(y)

for all x, y ∈ R with x+ y ∈ R+. Now defining

A(x) := B(x)−B(0), x ∈ R,

we obtain
A(x+ y) = A(x) +A(y) (13.68)

for all x, y ∈ R with x+ y ∈ R+.

Now we extend (13.68) to R2. If x+ y ≤ 0, then we can find a t ∈ R
such that t+ x ∈ R+ and t+ x+ y ∈ R+. Then by (13.68), we get

A(t) +A(x+ y)
= A(t+ x+ y) (since t + x + y ∈ R+)
= A(t+ x) +A(y) (by (13.68))
= A(t) +A(x) +A(y) (since t + x ∈ R+).

Hence (13.68) holds for all x, y in R and A is an additive function on R.

By (13.67), we get

f(x) = A(αx) +A(−1) + f

(
− 1
α

)
+B(0). (13.69)
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From (13.56) and (13.69), we get

g(x) = A(−α2 x) +A(−1) + f

(
− 1
α

)
+B(0) + b1 + b2, (13.70)

and from (13.52), (13.53), (13.55) and (13.69), we obtain

h(x) = A(αx) +A(−1) + f

(
− 1
α

)
+B(0) + b1 (13.71)

k(x) = A(αx) +A(−1) + f

(
− 1
α

)
+B(0) + b2. (13.72)

Letting a = A(−1) + f(− 1
α ) + B(0) into (13.69), (13.70), (13.71) and

(13.72), we obtain the second part of solution (13.47)–(13.50).

It can be easily verified that (13.47)–(13.50) actually satisfy (FE).
This completes the proof.

13.4 Concluding Remarks

The functional equation (HE) was mentioned for the first time by M.
Hosszú at the International Symposium on Functional Equations (ISFE)
held in Zakopane (Poland) in October 1967. Hosszú had solved (HE)
under a differentiability assumption on the unknown function f : R→ R
(see Hosszú (1969)) and asked what is the most general solution of the
functional equation f(x + y − xy) + f(xy) = f(x) + f(y) in the field of
measurable functions?

Swiatak (1968b) determined the solution of the Hosszú functional
equation (HE) for all x, y ∈ R assuming that the unknown function
f : R → R is continuous at the point x = 0 or at the point x = 1. She
proved that the most general solution of the Hosszú functional equation
satisfying one of these conditions has the form f(x) = ax + b, where a
and b are arbitrary constants.

Fenyö (1969) found the solution of the Hosszú functional equation
in the domain of distributions. Daróczy (1969) determined the general
measurable solution of (HE) in the interval I, where I is either (0, 1),
[0, 1] or (−∞,∞). Assuming the integrability of f on the interval (0, c),
Swiatak (1968a) determined the solutions of the Hosszú functional equa-
tion. The same solution had been obtained earlier by Daróczy.
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Blanusa (1970) and also independently Daróczy (1971) determined
the general solution of the Hosszú functional equation. Let Γ and Ω be
two arbitrary fields. A function f : Ω → Γ is called additive if and
only if f(x + y) = f(x) + f(y) for all x, y ∈ Ω. A function f : Ω → Γ
is called affine if and only if f(x + y) + f(0) = f(x) + f(y) for all
x, y ∈ Ω. A function f : Ω→ Γ is called Jensen if and only if 2f(x+y) =
f(2x)+f(2y) for all x, y ∈ Ω. Let B(Ω, Γ) denote the set of all functions
f satisfying Hosszú functional equation with domain Ω and range Γ.
Blanusa and Daróczy’s result can be stated as follows:

Theorem 13.4. Let Ω be a real field and Γ be a real or complex field.
The function f belongs to B(Ω, Γ) if and only if f is an affine function.

Swiatak (1971) proved the following theorem concerning (HE).

Theorem 13.5. Let Ω be a real field of characteristic different from 2
or 3, and Γ be an abelian group with no 2-torsion; and for every fixed
γ ∈ Γ, there exists an additive map A : Ω→ Γ satisfying A(1) = γ. The
function f belongs to B(Ω, Γ) if and only if f is an affine function.

Davison (1974a, 1974b), in two separate papers, studied the Hosszú
functional equation in abstract structures. He proved the following two
theorems.

Theorem 13.6. Let Γ be an abelian group. Let Ω be either a ring of
integers Z, the ring of integers (mod k) Zk or the field of rational num-
bers Q. The function f belongs to B(Ω, Γ) if and only if f is an affine
function.

Theorem 13.7. Let Ω be a real field with more than 4 elements and Γ
be an abelian group. The function f belongs to B(Ω, Γ) if and only if f
is an affine function.

Glowacki and Kuczma (1979) considered the Hosszú functional equa-
tion when Ω = Z and provided a new and didactic proof of Theorem 13.6
only when division by 6 is performable in the abelian group Γ. Davison
and Redlin (1980) studied the equation (HE) for unknown functions f
defined on a class of commutative rings more general than the class of
fields.

Bagyinszki (1982) considered the following generalization of the
Hosszú functional equation:

f(x̃+ ỹ − x̃ỹ) + f(x̃ỹ) = f(x̃) + f(ỹ) (13.73)

for x̃, ỹ ∈ Ωn, where n ∈ N. Here x̃ = (x1, x2, ..., xn), ỹ = (y1, y2, ..., yn),
x̃+ ỹ = (x1 + y1, x2 + y2, ..., xn + yn) and x̃ỹ = (x1y1, x2y2, ..., xnyn).

Bagyinszki (1982) proved the following theorem.



224 Introduction to Functional Equations

Theorem 13.8. Let q = pα, where p is a prime and α ≥ 1. Let
Fq = GF (q) be the corresponding finite field. The function f belongs
to B(Fq, Fq) if and only if f is a polynomial of the form

f(x) =
α−1∑
i=0

aix
pi + aα.

An analogous theorem also he proved for the function f : Fnq → Fq
satisfying the generalized Hosszú functional equation (13.73).

Lajkó (1973) determined the general solution of the following gener-
alization of the Hosszú functional equation:

f(x) + f(y)− f(xy) = h(x+ y − xy) (13.74)

for all x, y ∈ R. He proved that the general solution of this equation is
given by f(x) = h(x) = A(x− 1) + f(1), where A : R→ R is an additive
function. He also studied the last functional equation when f : Ro → R
and h : R → R. Kannappan and Sahoo (1993) studied the pexiderized
version of (HE), namely,

f(x+ y + αxy) + g(xy) = h(x) + k(y) (13.75)

for all x, y ∈ R, where α is a real parameter. Section 2 of this chapter
is based on Kannappan and Sahoo (1993). Koh (1994) determined the
solution of (13.75) when α = 1 in the space of distributions.

Daróczy (1999) considered the following Hosszú type functional equa-
tion:

f(x+ y − x ◦ y) + f(x ◦ y) = f(x) + f(y) (13.76)

for all x, y ∈ R, where x ◦ y = ln(ex + ey). He found that the most
general solution of the functional equation (13.76) is of the form f(x) =
A(x) + f(0), where A : R→ R is an additive function.

13.5 Exercises

1. Find all functions f : R→ R that satisfy the functional equation

f(x+ y + xy) = f(x) + f(y)− f(xy)

for all x, y ∈ R.
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2. Find all functions f : R→ R that satisfy the functional equation

f(xy + x) + f(y) = f(xy + y) + f(x)

for all x, y ∈ R.

3. Find all functions f : R→ R that satisfy the functional equation

f(x+ y) + f(xy) = f(1 + xy) + f(x) + f(y)

for all x, y ∈ R.

4. Find all functions f : R→ R that satisfy the functional equation

f(x+ y) = f(xy) + f(x) + f(y)

for all x, y ∈ R.

5. Find all continuous functions f : (0, 1)→ R that satisfy the functional
equation

f(x+ y) = f(xy) + f(x) + f(y)

for all x, y ∈ (0, 1).

6. Find all continuous functions f : R → R that satisfy the functional
equation

f(x+ y) + f(xy) = f(x) + f(y) + f(xy + 1)

for all x, y ∈ R.

7. Find all functions f, g, h, k : R→ R that satisfy the functional equa-
tion

f(x+ y − xy) = g(x) + h(y)− k(xy)

for all x, y ∈ R.

8. Let a, b, c, d, α, β be any six nonzero real numbers. Find all functions
f : R→ R that satisfy the functional equation

f(ax+ by − αxy) = cf(x) + df(y)− βf(xy)

for all x, y ∈ R.

9. Let n be a given positive integer greater than or equal to two. Find
all functions f : Rn → R that satisfy the functional equation

f(x̃+ ỹ − x̃ỹ) = f(x̃) + f(ỹ)− f(x̃ỹ)

for all x̃, ỹ ∈ Rn, where x̃ = (x1, x2, ..., xn), ỹ = (y1, y2, ..., yn), x̃ + ỹ =
(x1 + y1, x2 + y2, ..., xn + yn) and x̃ỹ = (x1y1, x2y2, ..., xnyn).





Chapter 14

Davison Functional Equation

14.1 Introduction

During the 17th International Symposium on Functional Equations,
Davison (1980) introduced the functional equation

f(xy) + f(x+ y) = f(xy + x) + f(y) (14.1)

and asked for the general solution if the domain and the range of f are
(commutative) fields. During the same meeting Benz (1980) gave the
general continuous solution of (14.1) when f is an unknown function
from the set of reals R to R.

First, the continuous solution of Davison functional equation will be
presented in this chapter and then the general solution will be given
without any regularity assumption on the unknown function.

14.2 Continuous Solution of Davison Functional
Equation

In this section, we present the continuous solution of Davison func-
tional equation due to Benz (1980).

Theorem 14.1. Every continuous solution of the equation

f(xy) + f(x+ y) = f(xy + x) + f(y) (14.1)

for all x, y ∈ R is of the form

f(x) = ax+ b, (14.2)

where a and b are real constants.

227
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Proof. First we write (14.1) as

f(xy + x)− f(xy) = f(x+ y)− f(y) (14.3)

for all x, y ∈ R. Letting xy for y in (14.3), we obtain

f(x2y + x)− f(x2y) = f(x+ xy)− f(xy), (14.4)

for all x, y ∈ R. Using the last equation and (14.3), we get

f(x2y + x)− f(x2y) = f(x+ y)− f(y) (14.5)

for all x, y ∈ R. Again substituting xy for y in (14.5), we obtain

f(x3y + x)− f(x3y) = f(x+ xy)− f(xy)

for all x, y ∈ R. Using (14.3) in the last equation, we obtain

f(x3y + x)− f(x3y) = f(x+ y)− f(y).

Next, using induction, we obtain

f(xny + x)− f(xny) = f(x+ y)− f(y) (14.6)

for all x, y ∈ R and for all n ∈ N. Replacing y by x−1y in (14.3), it can
be shown that

f
(
x−ny + x

)
− f

(
x−ny

)
= f(x+ y)− f(y)

for all n ∈ N. Hence

f(xny + x)− f(xny) = f(x+ y)− f(y)

holds for all n ∈ Z.

Suppose 0 6= |x| < 1. Then from (14.6), we get

f(x+ y)− f(y) = lim
n→∞

[f(xny + x)− f(xny)].

Since f is continuous and 0 6= |x| < 1, we get

f(x+ y)− f(y) = f
(

lim
n→∞

xny + x
)
− f

(
lim
n→∞

xny
)

= f(x)− f(0).

Hence
f(x+ y) = f(x) + f(y)− f(0)

for all y ∈ R and 0 6= |x| < 1.
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Suppose |x| > 1. Then again taking n→ −∞, we get

f(x+ y)− f(y) = f

(
lim

n→−∞
xny + x

)
− f

(
lim

n→−∞
xny

)
= f(x)− f(0).

Hence
f(x+ y) = f(x) + f(y)− f(0)

for all y ∈ R and |x| > 1.

Therefore
f(x+ y) = f(x) + f(y)− f(0) (14.7)

for all x ∈ R r {0, 1,−1} and y ∈ R. Notice that (14.7) holds if x = 0.
Taking x→ 1, we get

lim
x→1

f(x+ y) = lim
x→1

f(x) + f(y)− f(0)

which is
f(1 + y) = f(1) + f(y)− f(0).

Similarly, letting x→ −1, we obtain

f(−1 + y) = f(−1) + f(y)− f(0).

Hence, we have
f(x+ y) = f(x) + f(y)− f(0)

for all x, y ∈ R. Defining

A(x) = f(x)− f(0),

we see that
A(x+ y) = A(x) +A(y)

and
A(x) = ax,

where a is an arbitrary constant. Therefore

f(x) = ax+ b,

where b = f(0).

This completes the proof of the theorem.
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14.3 General Solution of Davison Functional Equa-
tion

Next we give the general solution of the Davison equation without
any regularity assumption. The general solution of (14.1) was given by
Girgensohn and Lajkó in 2000.

Theorem 14.2. The function f : R → R satisfies the functional equa-
tion (14.1) for all x, y ∈ R if and only if f is of the form

f(x) = A(x) + b, (14.8)

where A : R→ R is an additive function and b ∈ R an arbitrary constant.

Proof. Replacing y by y + 1 in (14.1), we obtain

f(xy + x) + f(x+ y + 1) = f(xy + 2x) + f(y + 1) (14.9)

for all x, y ∈ R. Adding (14.9) with (14.1), we get

f(xy) + f(x+ y) + f(x+ y+ 1) = f(y) + f(xy+ 2x) + f(y+ 1) (14.10)

for all x, y ∈ R. Next, we replace x by x
2 and y by 2y in (14.10) to get

f(xy) + f
(
x
2 + 2y

)
+ f

(
x
2 + 2y + 1

)
= f(2y) + f(xy + x) + f(2y + 1)

(14.11)

for all x, y ∈ R. Subtracting (14.1) from (14.11), we obtain

f
(x

2
+ 2y

)
+ f

(x
2

+ 2y + 1
)
− f(x+ y)

= f(2y) + f(2y + 1)− f(y) (14.12)

for all x, y ∈ R. Next, we replace x by x− y in (14.12) to get

f

(
x

2
+

3y
2

)
+ f

(
x

2
+

3y
2

+ 1
)

= f(2y) + f(2y + 1)− f(y) + f(x).

Replacing y by y
3 in the last equation, we obtain

f
(
x
2 + y

2

)
+ f

(
x
2 + y

2 + 1
)

= f
(

2y
3

)
+ f

(
2
3y + 1

)
− f

(
y
3

)
+ f(x)

(14.13)
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for all x, y ∈ R. Defining

A1(t) = f
(

2t
3

)
+ f

(
2t
3 + 1

)
− f

(
t
3

)
A2(t) = f(t)
A3(t) = f

(
t
2

)
+ f

(
t
2 + 1

)
 (14.14)

and using (14.13), we see that

A1(y) +A2(x) = A3(x+ y) (14.15)

for all x, y ∈ R. The equation (14.15) is a Pexider equation and its
solution can be found from Theorem 8.1 as

A1(t) = A(t) + a
A2(t) = A(t) + b
A3(t) = A(t) + a+ b,

 (14.16)

where A : R → R is an additive function and a, b ∈ R are arbitrary
constants. Now using (14.16) and (14.14), we obtain

f(x) = A(x) + b

which is the asserted solution.

14.4 Concluding Remarks

Davison (1980), during the 17th ISFE, introduced the functional
equation

f(xy) + f(x+ y) = f(xy + x) + f(y)

and asked for the general solution if the domain and range of f are
(commutative) fields. W. Benz (1980), during the same meeting proposed
the following result: Every continuous solution f : R → R of (1) for all
x, y ∈ R is of the form f(x) = ax+ b, where a, b are real constants. The
general real solution of the Davison functional equation was found in
2000 by Girgensohn and Lajkó (2000). They also determined the solution
of the Pexiderized version

f(xy) + g(x+ y) = h(xy + x) + k(y)

for x, y ∈ R and for x, y ∈ R+.

The proof of Girgensohn and Lajkó (2000) works if the domain of
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the function is replaced by a field of characteristics not equal to 2 and
3 and the codomain is replaced by an abelian group. Davison (2001)
determined the solution of the Davison functional equation when the
domain of the unknown function f is the set of natural numbers N or
the ring of (rational) integers Z.

14.5 Exercises

1. If a function f : Z→ R satisfies the functional equation

f(x+ y) + f(xy) = f(xy + x) + f(y)

for all x, y ∈ Z, then show that

f(5) + f(0) = f(3) + f(2).

2. If a function f : N→ R satisfies the functional equation

f(x+ y) + f(xy) = f(xy + x) + f(y)

for all x, y ∈ N, then show that for each x ∈ N

f(2x) = f(x+ 1) + f(x)− f(1)

and
f(2x+ 1) = f(x+ 3) + f(x+ 2)− f(3)− f(2) + f(1).

3. Find all functions f : Q→ R that satisfy the functional equation

f(x+ y) + f(xy) = f(xy + x) + f(y)

for all x, y ∈ Q.

4. Find all functions f : [0,∞)→ R that satisfy the functional equation

f(xy) + f(x+ y) = f(xy + x) + f(y)

for all x, y ∈ [0,∞).

5. Find all functions f, g, h, k : R→ R that satisfy the functional equa-
tion

f(xy) + g(x+ y) = h(xy + x) + k(y)

for all x, y ∈ R.
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6. Find all functions f, g, h, k : [0,∞) → R that satisfy the functional
equation

f(xy) + g(x+ y) = h(xy + x) + k(y)

for all x, y ∈ [0,∞).

7. Find all functions f : (0, 1)→ R that satisfy the functional equation

f(xy) + f(y − xy) = f(x) + f(y)

for all x, y ∈ (0, 1).

8. Find all functions f, g, h, k : (0, 1) → R that satisfy the functional
equation

f(xy) + g(y − xy) = h(x) + k(y)

for all x, y ∈ (0, 1).

9. Find all functions f : R→ R that satisfy the functional equation

f(x+ y + xy) = f(x+ y) + f(xy)

for all x, y ∈ R.

10. Find all functions f : R→ R that satisfy the functional equation

f(x+ y − xy) + f(x+ xy) = 2f(x) + f(y)

for all x, y ∈ R.

11. Find all functions f : R→ R that satisfy the functional equation

f(x+ y + xy) + f(x+ y) = 2f(x) + 2f(y) + f(xy)

for all x, y ∈ R.

12. Show that if the functions f, g, h, k : R+ → R satisfy the functional
equation

f(xy) + g(x+ y) = h(xy + x) + k(y)

for all x, y ∈ R+, then

h(x) = f(x) + c ∀x ∈ R+

for some constant c ∈ R.

13. Show that if the functions f, g, h, k : R+ → R satisfy the functional
equation

f(xy) + g(x+ y) = h(xy + x) + k(y)

for all x, y ∈ R+, then

g(x) = A(x) + c ∀x ∈ R+,

where A : R→ R is additive and c ∈ R is an arbitrary constant.





Chapter 15

Abel Functional Equation

15.1 Introduction

Niels Henrik Abel was one of the foremost mathematicians of the
19th century. He was born on August 5, 1802 in the small village of
Findoe, Norway. At the age of 16, he began reading the classic mathe-
matical works of Newton, Lagrange and Gauss. When Abel was 18 years
old, his father died and the burden of supporting the family fell upon
him. He took in private pupils and did odd jobs, while continuing to do
mathematical research. At the age of 19, Abel solved a problem that had
been open for hundreds of years. He proved that, unlike the situation
for equations of degree 4 or less, there is no finite closed formula for the
solution of the general fifth degree equation.

Abel’s work laid the groundwork for abstract algebra. In addition to
his work in the theory of equations, Abel made outstanding contributions
to the theory of elliptic functions, elliptic integrals, Abelian integrals and
infinite series. Abel died on April 6, 1829, at the age of 27. Camille Jordan
(1838–1922) introduced the concept of Abelian groups in honor of Abel.

Abel dealt with several functional equations. Some of the functional
equations he considered are the following:

f(φ(x)) = f(x) + 1, (A1)
f(x, f(y, z)) = f(f(x, y), z), (A2)

f(x) + f(y) = f

(
x+ y

1− xy

)
, (A3)

f(x+ y) = g(x)f(y) + f(x)g(y), (A4)
f(x+ y) = g(xy) + h(x− y), (A5)

f(x) + f(y) = g(xf(y) + yf(x)), (A6)

f(x+ y)f(x− y) = f(x)2g(y)2 − g(x)2f(y)2, (A7)

f(x+ y)f(x− y) = f(x)2f(y)2 − c2g(x)2g(y)2 (A8)

235
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for all x, y ∈ R. Abel presented a general method of solving functional
equations by reducing them to differential equations.

In 1665, Newton discovered the binomial series. The binomial series
is given by

(1 + x)α = 1 +
(
α

1

)
y +

(
α

2

)
y2 + · · ·+

(
α

n

)
yn + · · · ,

where α is a real number and(
α

k

)
=
α(α− 1)(α− 2) · · · (α− k + 1)

k!
.

The term
(
α
k

)
is called the generalized binomial coefficient.

Abel in 1826 justified “Newton’s binomial series” by using the func-
tional equation

f(z + w) = f(z)f(w)

for all z, w ∈ C.

The main goal of this chapter is to determine the general solution
of the Abel functional equation (A5) without any regularity assumption
on the unknown functions.

15.2 General Solution of the Abel Functional Equa-
tion

In this section, we study the functional equation

ψ(x+ y) = g(xy) + h(x− y)

for all x, y ∈ R.

Theorem 15.1. If the functions ψ, g, h : R → R satisfy the functional
equation

ψ(x+ y) = g(xy) + h(x− y) (FE)

for all x, y ∈ R, then

ψ(x) = A

(
x2

4

)
+ α+ β (15.1)

g(x) = A(x) + α (15.2)
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h(x) = A

(
x2

4

)
+ β, (15.3)

where α, β are arbitrary constants and A : R→ R is an additive function.

Proof. Substituting y = 0 in (FE), we obtain

ψ(x) = g(0) + h(x). (15.4)

Hence we see that g(0) = ψ(0) − h(0). Letting x = y = t
2 in (FE), we

have

ψ(t) = g

(
t2

4

)
+ h(0). (15.5)

Similarly, letting x = −y = t
2 , we obtain

ψ(0) = g

(
− t

2

4

)
+ h(t). (15.6)

Using (15.5) and (15.6) on (FE), we get

g

(
(x+ y)2

4

)
+ h(0) = g(xy) + ψ(0)− g

(
− (x− y)2

4

)
for all x, y ∈ R.

By transformations

u = xy and v =
(x− y)2

4
,

we obtain
g(u+ v) = g(u)− g(−v) + g(0), (15.7)

where
g(0) = ψ(0)− h(0).

Note that u+ v ≥ 0, since

4(u+ v) = (x+ y)2 ≥ 0.

Then (15.7) holds for all (u, v) ∈ D := {(u, v) | v ≥ 0, u+v ≥ 0}. Letting

u = 0 in (15.7), we get

g(v) + g(−v) = 2g(0). (15.8)

Hence
g(−v) = −g(v) + 2g(0). (15.9)
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By (15.9), (15.7) yields

g(u+ v) = g(u) + g(v)− g(0). (15.10)

Define
A(x) := g(x)− g(0). (15.11)

Then (15.10) yields

A(u+ v) = A(u) +A(v) (15.12)

for all (u, v) ∈ D. Because of symmetry in u and v, we obtain from
(15.12) that (15.12) holds on D∗ := {(u, v) ∈ R2 |u + v ≥ 0}. Now we
extend (15.12) from D∗ (see Figure 15.1) to all of R2.

Q
Q
Q

Q
Q

Q
Q
Q

Q
Q

- x

6y

x+ y < 0 x+ y ≥ 0

Figure 15.1. Illustration of the domain D∗.

Choose u, v ∈ R such that u + v < 0. Then there exists a real number
x ≥ 0 such that

x+ u ≥ 0

and
x+ u+ v ≥ 0.

Consider

A(x) +A(u+ v) = A(x+ u+ v) (by (15.12))
= A(x+ u) +A(v) (by (15.12))
= A(x) +A(u) +A(v) (by (15.12)).

Hence, we have
A(u+ v) = A(u) +A(v)

for all u, v ∈ R with u + v < 0. Thus A is additive on R. Therefore by
(15.11), we obtain

g(x) = A(x) + α, (15.13)
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where α = g(0). Using (15.13) and (15.5), we get

ψ(x) = A

(
x2

4

)
+ α+ β, (15.14)

where β = h(0). Using (15.13) and (15.14) on (15.6), we get

h(x) = A

(
x2

4

)
+ β. (15.15)

Now the proof of the theorem is complete.

15.3 Concluding Remarks

In 1823, Abel studied the functional equation

ψ(x+ y) = g(xy) + h(x− y)

for all x, y ∈ R which is, today, known as the Abel functional equation.
Roşcău (1960) determined the solution of the Abel equation assuming
the unknown functions to be continuous. However his proof was not quite
correct. The general measurable solution of the Abel equation was found
by Stamate (1964). Lajkó (1987) determined the general solution of the
Abel equation without any regularity assumption. Independently, Aczél
(1989) also determined the solution of the Abel equation by reducing it
to the additive Cauchy functional equation. Lajkó (1994) determined
the general solution of the Abel equation by an elementary method.
Smajdor (1999) studied the Abel equation when the unknown functions
are defined on the interval [0,∞) with range on an abelian semigroup
with zero and satisfying cancellation law. Chung, Ebanks, Ng, Sahoo
and Zeng (1994) determined the general solution of the Abel functional
equation without any regularity assumption when the unknown functions
are defined on certain type of fields and their range is in an abelian group.

The functional equation

f(x+ y)h(x− y) = g(xy) ∀x, y ∈ R (15.16)

is a multiplicative form of the Abel functional equation. The general
measurable solution of this equation was obtained by Filipescu (1969).
Lajkó (1994) gave the general solution of this functional equation with-
out any regularity assumptions on the unknown functions. In particular
he proved the following result.
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Theorem 15.2. If the functions f, g, h : R → R satisfy the functional
equation (15.16), then either

f(x) = a eA
(
x2

4

)
, h(x) = b e

−A
“
x2
4

”
, g(x) = ab eA(x),

or
f(x) = 0, h(x) = arbitrary, g(x) = 0

or
f(x) = arbitrary, h(x) = 0, g(x) = 0,

where A : R → R is an additive function and a, b are nonzero real
arbitrary constants.

15.4 Exercises

1. Find all functions f, g, h : R→ R that satisfy the functional equation

f(x+ y) = g(xy) + h(x)− h(y)

for all x, y ∈ R.

2. Without using Theorem 15.1, find the general solutions f.g : R → R
of the functional equation

f(x+ y) = g(xy) + f(x− y)

for all x, y ∈ R.

3. Find all functions f, g, h : (0,∞) → R that satisfy the functional
equation

f(x+ y) + g(xy) = h(x) + h(y)

for all x, y ∈ (0,∞).

4. Find all functions f, g : (0,∞) → R that satisfy the functional equa-
tion

g(xy) = f(x+ y)− f(x)− f(y)

for all x, y ∈ (0,∞).

5. Find all functions f, g : R→ R that satisfy the functional equation

f(x+ y) = f(x) f(y) g(xy)

for all x, y ∈ R.
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6. Find all functions f, g : R→ R that satisfy the functional equation

f(x− y) = f(x) f(y) g(xy)

for all x, y ∈ R.

7. Find all functions f, g, h : R→ R that satisfy the functional equation

f(xy) = g(x+ y) + h

(
x

y

)
for all x, y ∈ R r {0}.

8. Find all functions f : R→ R that satisfy the functional equation

f

(
x+ y

2

)
+ f

(
2xy
x+ y

)
= f(x) + f(y)

for all x, y ∈ R.

9. Find all functions f, g : R→ R that satisfy the functional equation

f(x+ y + xy) = g(xy) + f(x+ y − xy)

for all x, y ∈ R.

10. Let a, b, c, d be nonzero integers. Find all functions f, g, h : R → R
that satisfy the functional equation

f(ax+ by) = g(xy) + h(cx− dy)

for all x, y ∈ R.





Chapter 16

Mean Value Type Functional
Equations

16.1 Introduction

In this chapter, we will examine some functional equations that arise
from the Lagrange mean value theorem. We call these functional equa-
tions the mean value type of functional equations. The study of this type
of functional equations was started by Aczél (1985), Haruki (1979) and
Kuczma (1991a, 1991b). A detailed account on mean value type func-
tional equations can be found in the book Mean Value Theorems and
Functional Equations by Sahoo and Riedel (1998).

16.2 The Mean Value Theorem

The mean value theorem (MVT) whose proof can be in the book
Mean Value Theorems and Functional Equations by Sahoo and Riedel
(1998) (see pages 25–27) is the following.

Theorem 16.1. Suppose the real-valued function f is continuous on
the closed interval [a, b] and is differentiable on the open interval (a, b).
Then there exists η ∈ (a, b) such that

f ′(η) =
f(b)− f(a)

b− a
. (16.1)

The equation of the tangent line at the point (η, f(η)) is given by

y = (x− η)f ′(η) + f(η). (16.2)

The equation of the secant line joining the points (a, f(a)) and (b, f(b))
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is given by

y = (x− a)
(
f(b)− f(a)

b− a

)
+ f(a). (16.3)

If the secant line is parallel to the tangent line at η (see Figure 16.1),
then

f ′(η) =
f(b)− f(a)

b− a
. (16.4)
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Figure 16.1. Geometrical interpretation of MVT.

This Lagrange’s mean value theorem is an important theorem in
differentiable calculus. This theorem was first discovered by Joseph Louis
Lagrange (1736–1813), but the idea of applying the Rolle’s theorem to a
suitably contrived auxiliary function was given by Ossian Bonnet (1819–
1892). However, the first statement of the theorem appears in a paper
by renowned physicist André-Marie Ampére (1775–1836).

If f : R → R is a differentiable function and [x, y] is any interval,
then according to the mean-value theorem there exists a mean value
η ∈ (x, y) such that

f(x)− f(y)
x− y

= f ′(η(x, y)). (16.5)

Obviously, η(x, y) is a function of x and y. One may ask for what f
does the mean value η(x, y) depend on x and y in a given manner. From
this point of view, (16.5) appears as a functional equation with unknown
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function f and given η(x, y). The function η(x, y) could, in general, be
any linear or nonlinear combination of x, y such as

η(x, y) =
1
2

(x+ y), (16.6)

η(x, y) =
√
xy or (16.7)

η(x, y) = p

√
xp + yp

2
. (16.8)

In (16.5), the derivative of f can be replaced by another unknown func-
tion, say, h. Then (16.5) becomes

f(x)− f(y)
x− y

= h(η(x, y)). (16.9)

With
η(x, y) =

x+ y

2
in (16.9), we get the functional equation

f(x)− f(y) = (x− y)h
(
x+ y

2

)
(16.10)

for all x, y ∈ R.

16.3 A Mean Value Type Functional Equation

Haruki (1979) and independently also Aczél (1985) found the gen-
eral solution of (16.10). Aczél proved the following theorem without any
differentiability or other regularity conditions in 1963 but forgot about
it; however the result and the proof were preserved in Aczél (1963).

Theorem 16.2. Let f : R→ R satisfy

f(x)− f(y) = (x− y)h
(
x+ y

2

)
(16.10)

for all x, y ∈ R. Then there exist constants a, b, c such that

f(x) = ax2 + bx+ c

h(x) = 2ax+ b.

}
(16.11)
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Proof. Note that if f is a solution of (16.10), then so also is f + c, where
c is a constant. Hence, without loss of generality, we may assume

f(0) = 0. (16.12)

Inserting y = 0 in (16.10), we get

f(x) = xh
(x

2

)
. (16.13)

Letting (16.13) into (16.10), we have

xh
(x

2

)
− yh

(y
2

)
= (x− y)h

(
x+ y

2

)
(16.14)

for all x, y ∈ R. If h is a solution of (16.14), then h + b is a solution
of (16.14), where b is a constant. So, without loss of generality, we also
assume

h(0) = 0. (16.15)

Letting x = −y in (16.14) yields

−yh
(
−y

2

)
= yh

(y
2

)
(16.16)

for all y ∈ R. Thus replacing y by 2y, we see that

−2yh(−y) = 2yh(y)

which is
h(−y) = −h(y)

for all y ∈ R\{0}. Since h(0) = 0, we see that

−h(−y) = h(y) (16.17)

for all y ∈ R. Thus h is an odd function.

Next, replacing y by −y in (16.14), we get

xh
(x

2

)
+ yh

(
−y

2

)
= (x+ y)h

(
x− y

2

)
.

Since h is odd, the above equation yields

xh
(x

2

)
− yh

(y
2

)
= (x+ y)h

(
x− y

2

)
. (16.18)

Subtracting (16.18) from (16.14), we see that

(x− y)h
(
x+ y

2

)
= (x+ y)h

(
x− y

2

)
. (16.19)
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Substituting
2u = x+ y

2v = x− y

}
(16.20)

in (16.19), we obtain
vh(u) = uh(v); (16.21)

thus
h(u) = 2au,

where a is a constant. Removing the assumption h(0) = 0, we get

h(u) = 2au+ b. (16.22)

Letting (16.22) into (16.13), we have

f(x) = x(ax+ b)

or
f(x) = ax2 + bx.

As before, removing the f(0) = 0 assumption, we arrive at

f(x) = ax2 + bx+ c. (16.23)

This completes the proof of the theorem.

16.4 Generalizations of Mean Value Type Equation

The functional equation

f(x)− f(y) = (x− y)h
(
x+ y

2

)
(16.10)

can be written as
f(x)− f(y)

x− y
= g(x+ y), (16.24)

where
g(x) := h

(x
2

)
. (16.25)

One disadvantage in the representation (16.24) is that it holds for all
x, y ∈ R with x 6= y. The advantage in (16.24) is that it can be repre-
sented as

f [x, y] = g(x+ y) (16.26)
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for all x, y ∈ R with x 6= y. Here

f [x, y] =
f(x)− f(y)

x− y

represents the 2-point divided difference. The representation (16.26) al-
lows us to generalize (16.26) to

f [x, y, z] = g(x+ y + z) (16.27)

or even to

f [x1, x2, . . . , xn] = g

(
n∑
k=1

xk

)
. (16.28)

Definition 16.1. Given n distinct points, x1, x2, . . . , xn the n-point di-
vided difference of f : R→ R is recursively defined as

f [x1] = f(x1)

and

f [x1, x2, . . . , xn] =
f [x1, x2, . . . , xn−1]− f [x2, . . . , xn]

x1 − xn
.

If n = 2, then the above yields

f [x, y] =
f(x)− f(y)

x− y
.

Similarly, the three-point-divided difference of f is deduced from the def-
inition as

f [x, y, z] =
f [x, y]− f [y, z]

x− z
,

that is,

f [x, y, z] =
1

(x− z)

[
f(x)− f(y)

x− y
− f(y)− f(z)

y − z

]
which is

f [x, y, z] =
(y − z)f(x) + (z − x)f(y) + (x− y)f(z)

(x− z)(x− y)(y − z)
.

Next we present a few basic facts.

Proposition 16.1. If f(x) = bx+ c, then

f [x, y, z] = 0.
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Proposition 16.2. If f(x) = ax2 + bx+ c, then

f [x, y, z] = a.

Proposition 16.3. If f(x) = ax3 + bx2 + cx+ d, then

f [x, y, z] = a(x+ y + z).

Proposition 16.4.

f [x1, x2, . . . , xn] =
n∑
i=1

f(xi)
n∏
j 6=i

(xi − xj)
.

The functional equation (16.27) was, for the first time, studied by
Bailey (1992). He gave the differentiable solution of (16.27) and asked to
determine the general solution of (16.27) without the differentiability as-
sumption. In 1993, Chung and Sahoo gave the locally integrable solution
of this functional equation. In 1995, Kannappan and Sahoo determined
the general solution of (16.28) without any regularity assumption.

Theorem 16.3. Let f, h : R→ R satisfy the functional equation

f [x1, x2, x3] = h(x1 + x2 + x3) (BE)

for all x1, x2, x3 ∈ R with x1 6= x2, x2 6= x3, x3 6= x1. The f is a
polynomial of degree at most three and h is linear.

Proof. If f(x) is a solution of (BE), so also is

f(x) + a0 + a1x,

where a0 and a1 are arbitrary real constants. This can be verified by
direct substitution into (BE), that is,

(x2 − x3)f(x1) + (x3 − x1)f(x2) + (x1 − x2)f(x3)
= (x1 − x3)(x1 − x2)(x2 − x3)h(x1 + x2 + x3).

(16.29)

Letting
f(xi) + a0 + a1xi

for i = 1, 2, 3 for f(xi) in (16.29), we see that

(x2 − x3)[f(x1) + a0 + a1x1] + (x3 − x1)[f(x2) + a0 + a1x2]
+ (x1 − x2)[f(x3) + a0 + a1x3]

= (x2 − x3)f(x1) + (x3 − x1)f(x2) + (x1 − x2)f(x3)
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= (x1 − x3)(x1 − x2)(x2 − x3)h(x1 + x2 + x3),

which is (BE).

Let
g(x) = f(x) + a0 + a1x. (16.30)

Then x = 0 yields
f(0) = g(0)− a0.

Picking g(0) = a0, we get
f(0) = 0. (16.31)

In other words, by a suitable choice for a0, we may assume f(0) = 0
without loss of generality.

Now letting x = α in (16.24), we get

f(α) = g(α)− a0 − a1α. (16.32)

Letting a0+a1α = g(α), we get f(α) = 0. Hence we may assume, without
loss of generality, that f(α) = 0.

Now substitute (x, 0, α) for (x1, x2, x3) in (16.29) to get

f(x) = x(x− α)h(x+ α). (16.33)

Again subtituting (x, 0, y) for (x1, x2, x3) in (16.29), we have

−yf(x) + xf(y) = −xy(x− y)h(x+ y). (16.34)

Hence
f(x)
x
− f(y)

y
= (x− y)h(x+ y) (16.35)

for all x, y ∈ R, x, y 6= 0.

Define

g(x) =
f(x)
x

, x 6= 0. (16.36)

Then (16.35) yields

g(x)− g(y) = (x− y)h(x+ y) (16.37)

for all x, y ∈ R\{0}.

Substitution of y = −x into (16.37) yields

g(x)− g(−x) = 2xh(0) (16.38)
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for x 6= 0. Replacing y by −y into (16.37), we get

g(x)− g(−y) = (x+ y)h(x− y) (16.39)

for x, y 6= 0. Subtracting (16.37) from (16.39), we have

g(y)− g(−y) = (x+ y)h(x− y)− (x− y)h(x+ y).

Using (16.38) in the above equation, we obtain

(x+ y)[h(x− y)− h(0)] = (x− y)[h(x+ y)− h(0)]. (16.40)

Fix a nonzero u ∈ R. Choose a real number v ∈ R such that (u+v)/2 6= 0
and (u− v)/2 6= 0. There are plenty of choices for such v. Let

x =
u+ v

2
, y =

u− v
2

so that
u = x+ y

v = x− y

}
. (16.41)

Letting (16.41) into (16.40), we obtain

u[h(v)− h(0)] = v[h(u)− h(0)] (16.42)

for all v ∈ R\{−u, u}. Hence, for a fixed u = u1, we have from (16.42)

h(v) =
h(u1)− h(0)

u1
v + h(0) (16.43)

or
h(v) = a1v + b1 (16.44)

for all v ∈ R\{−u1, u1}. Again letting u = u2 in (16.42), we get

h(v) = a2v + b2 (16.45)

for all v ∈ R\{−v2, v2}.

Since the sets {u1,−u1} and {u2,−u2} are disjoint, by (16.44) and
(16.45), we obtain

h(v) = av + b (16.46)

for all v ∈ R. Now inserting (16.46) into (16.33), we get

f(x) = (x2 − xα)h(x+ α)

= (x2 − xα)[a(x+ α) + b]

= ax3 + bx2 + cx, (16.47)
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where c = −aα2 − bα. If we remove the assumption of f(0) = 0, we get

f(x) = ax3 + bx2 + cx+ d

for all x 6= 0, α. This now yields that f is a polynomial of at most degree
3 and h is linear.

In 1989, Walter Rudin raised the following problem in the elementary
problem section of American Mathematical Monthly. Let s and t be two
given real numbers. Find all real functions f that satisfy

f [x, y] = f ′(sx+ ty)

for all real numbers x, y with x 6= y.

Kannappan, Sahoo and Jacobson (1995), among others, investigated
the general solution of

f [x, y] = h(sx+ ty) (16.48)

for all x, y ∈ R with x 6= y.

Theorem 16.4. Suppose s and t are two real parameters. The functions
f, h : R→ R satisfy (16.48), that is

f [x, y] = h(sx+ ty)

for all x, y ∈ R with x 6= y if and only if

f(x) =



ax+ b if s = 0 = t

ax+ b if s = 0, t 6= 0
ax+ b if s 6= 0, t = 0
αtx2 + ax+ b if s = t 6= 0
A(tx)
t + b if s = −t 6= 0

βx+ b if s2 6= t2

h(y) =



arbitrary if s = 0 = t

a if s = 0, t 6= 0
a if s 6= 0, t = 0
αy + a if s = t 6= 0
A(y)
y if s = −t 6= 0

β if s2 6= t2,

where A : R → R is an additive function and a, b, α, β are arbitrary
constants.
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Proof. Rewriting (16.48), we obtain

f(x)− f(y)
x− y

= h(sx+ ty). (16.49)

Case 1. Suppose s = 0 = t. Then (16.49) yields

f(x)− f(y) = (x− y)h(0)

which is
f(x)− xh(0) = f(y)− yh(0).

Hence
f(x)− ax = f(y)− ay, (16.50)

where h(0) = a. Since the left side depends on x and the right side
depends on y, each side is a constant, say, b. Thus, we have

f(x) = ax+ b (16.51)

and h is arbitrary with h(0) = a.

Case 2. Suppose s = 0 and t 6= 0. Then (16.49) implies

f(x)− f(y) = (x− y)h(ty) (16.52)

for all x, y ∈ R. Letting y = 0 in (16.52), we obtain

f(x) = xh(0) + f(0)

which is
f(x) = ax+ b, x 6= 0, (16.53)

where a = h(0) and b = f(0). So, (16.53) holds for x = 0 also. Substitu-
tion of (16.53) into (16.52) yields

a(x− y) = (x− y)h(ty)

which is
h(ty) = a, y ∈ R.

This yields
h(y) = a, ∀ y ∈ R. (16.54)

Case 3. Suppose s 6= 0 and t = 0. Then (16.49) implies

f(x)− f(y) = (x− y)h(sx). (16.55)
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Similar to the solution of (16.52), we obtain the solution

f(x) = ax+ b

h(y) = b.

}
Case 4. Suppose s 6= 0 6= t. Letting x = 0 in (16.49), we get

f(0)− f(y)
0− y

= h(ty)

or
f(y) = yh(ty) + f(0)

which is
f(y) = yh(ty) + b, (16.56)

where b = f(0). Similarly letting y = 0 in (16.49), we get

f(x) = xh(sx) + b. (16.57)

Letting (16.56) and (16.57) into (16.49), we see that

xh(xs)− yh(ty) = (x− y)h(sx+ ty) (16.58)

for all x, y ∈ R\{0} with x 6= y. Replacing x by x
s and y by y

t in (16.58),
we have

x

s
h(x)− y

t
h(y) =

(x
s
− y

t

)
h(x+ y) (16.59)

for all x, y ∈ R\{0} with x 6= y.

Case 4 gives rise to 3 subcases.

Subcase (i). Suppose s = t. Then (16.59) yields

xh(x)− yh(y) = (x− y)h(x+ y) (16.60)

for all x, y ∈ R\{0} with x 6= y. Letting y = −x in (16.60), we get

xh(x) + xh(−x) = 2xh(0). (16.61)

Next, replacing y by −y in (16.60), we see that

xh(x) + yh(−y) = (x+ y)h(x− y). (16.62)

Subtracting (16.60) from (16.62) and using (16.61), we obtain

2yh(0) = (x+ y)h(x− y)− (x− y)h(x+ y).
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Letting u = x+ y and v = x− y into the above equation, we have

(u− v)h(0) = uh(v)− vh(u)

which is
v[h(u)− h(0)] = u[h(v)− h(0)] (16.63)

for all u, v, u− v, u+ v ∈ R\{0}. Thus

h(u) = αu+ a, (16.64)

where α is a constant and a := h(0). Thus (16.64) holds for u = 0 also.
Letting (16.64) into (16.49), we see that

f(x)− f(y) = (x− y)[αtx+ αty + a],

that is,
f(x)− αtx2 − ax = f(y)− αty2 − ay.

Hence
f(x) = αtx2 + ax+ b

h(y) = αy + b.

}
(16.65)

Subcase (ii). Suppose s = −t. Then (16.59) gives

xh(x) + yh(y) = (x+ y)h(x+ y) (16.66)

for all x, y ∈ R \ {0} with x+ y 6= 0. We define A : R→ R as follows:

A(x) =

{
xh(x) if x 6= 0
0 if x = 0.

Then (16.66) yields

A(x) +A(y) = A(x+ y) (16.67)

for all x, y, x+y ∈ R\{0}. Now we show that A is additive on R. In view
of (16.67) it is enough to show that

A(x) +A(−x) = 0 (16.68)

for all x ∈ R.

Interchanging y with −y in (16.66), we obtain

xh(x)− yh(−y) = (x− y)h(x− y). (16.69)

Subtracting (16.69) from (16.66), we see that

yh(y) + yh(−y) = (x+ y)h(x+ y)− (x− y)h(x− y). (16.70)
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By the definition of A, (16.70) reduces to

A(y)−A(−y) = A(x+ y)−A(x− y). (16.71)

Replacing x with −x in (16.71), we obtain

A(y)−A(−y) = A(−x+ y)−A(−x− y). (16.72)

Hence, by (16.71) and (16.72), we get

A(x+ y) +A(−(x+ y)) = A(x− y) +A(−(x− y)). (16.73)

Letting u = x+ y, v = x− y in (16.73), we have

A(u) +A(−u) = A(v) +A(−v). (16.74)

Hence
A(u) +A(−u) = γ (16.75)

where γ is a constant. Hence from the definition of A, we have

xh(x)− xh(−x) = γ (16.76)

for all x ∈ R\{0}. Letting s = −t in (16.49), we have

f(x)− f(y) = (x− y)h(−t(x− y)). (16.77)

Interchanging x and y in (16.77), we obtain

f(y)− f(x) = (y − x)h(−t(y − x)). (16.78)

Adding (16.77) and (16.78), we get

0 = (x− y)h(−t(x− y))− (x− y)h(t(x− y))

which is

0 = t(x− y)h(t(x− y))− t(x− y)h(−t(x− y)).

By (16.76), the above yields

0 = γ.

Hence γ = 0 and (16.75) reduces to

A(x) +A(−x) = 0.

Hence A : R→ R is additive on R (as A(0) = 0).
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Now by (16.56) and definition of A, we obtain

f(y) =
A(ty)
t

+ b. (16.79)

Thus in this case, we have

f(x) =
A(tx)
t

+ b

h(x) =
A(x)
x

, x 6= 0.

}
(16.80)

Subcase (iii). Suppose s2 6= t2. Interchanging x with y in (16.59), we
obtain

y

s
h(y)− x

t
h(x) =

(y
s
− x

t

)
h(x+ y). (16.81)

Subtracting (16.81) from (16.59), we have(
1
s

+
1
t

)
[xh(x)− yh(y)] =

(
1
s

+
1
t

)
(x− y)h(x+ y)

which is, since s2 6= t2,

xh(x)− yh(y) = (x− y)h(x+ y). (16.82)

This is in fact (16.60) and thus we have

h(x) = αx+ b. (16.83)

Letting (16.83) into (16.81), we have

y

s
(αy + b)− x

t
(αx+ b) =

(y
s
− x

t

)
(αx+ αy + b).

Hence

αxy

(
1
t
− 1
s

)
= 0.

Therefore
α = 0.

Hence
h(x) = b. (16.84)

Therefore (16.49) yields

f(x)− f(y) = b(x− y).

That is,
f(x) = bx+ c.

This completes the proof.
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Using this theorem, now we give the differentiable solution of the
functional equation

f [x, y, z] = h(ux+ vy + wz)

for x, y, z ∈ R with x 6= y, y 6= z, z 6= x.

Theorem 16.5. Let u, v, w ∈ R be parameters. Let f, g : R→ R with f
differentiable satisfy the functional equation

f [x, y, z] = h(ux+ vy + wz) (16.85)

for all distinct x, y, z ∈ R. Then f, h are given by

f(x) =


ax2 + bx+ c if u = v = w = 0
dux3 + ax2 + bx+ c if u = v = w 6= 0
ax2 + bx+ c otherwise

and

h(x) =


arbitrary if u = v = w = 0
dx+ a if u = v = w 6= 0
a otherwise,

where a, b, c, d are arbitrary constants. The converse is also true.

Proof. It is easy to see that f and h enumerated in the theorem satisfy
the equation (16.85). Now we prove the converse.

Without loss of generality, we may assume

f(0) = 0.

Letting z = 0 in (16.85), we get

q(x)− q(y) = (x− y)h(ux+ vy), (16.86)

where

q(x) =
f(x)
x

, x 6= 0. (16.87)

Since f is differentiable, q can be extended to R by defining

q(x) =

{
f(x)
x , if x 6= 0

f ′(0), if x = 0.

Hence (16.86) holds for all x, y ∈ R. The solutions of (16.86) can be
obtained from Theorem 16.4. We consider several cases based on the
solutions of Theorem 16.4.
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Case 1. Suppose u = v = 0. Apply Theorem 16.4 to get

q(x) = ax+ b

h arbitrary, h(0) = b.

}
(16.88)

Hence
f(x) = ax2 + bx

h arbitrary, h(0) = b.

}
Now removing the assumption f(0) = 0, we have

f(x) = ax2 + bx+ c

h arbitrary, h(0) = b.

}
(16.89)

Using (16.89) in (16.85), we get

a = h(wz). (16.90)

If w = 0, then h(0) = a and (16.89) holds. If w 6= 0, then we replace z
by x

w to get
h(x) = a

for all x ∈ R. So, we have

f(x) = ax2 + bx+ c

h(x) = a.

}
(16.91)

Case 2. Suppose u 6= 0 and v = 0. Then (16.86) gives

q(x)− q(y) = (x− y)h(ux). (16.92)

Again from Theorem 16.4, we get

q(x) = ax+ b

h(x) = a.

}
(16.93)

Hence using the definition of q and removing the assumption f(0) = 0,
we get

f(x) = ax2 + bx+ c

h(x) = a.

}
(16.94)

Case 3. Suppose u = v 6= 0. Theorem 16.4 yields

q(x) = dux2 + ax+ b

h(x) = dx+ a,

}
(16.95)
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from which after removing the assumption f(0) = 0, we get

f(x) = dux3 + ax2 + bx+ c

h(x) = dx+ a.

}
(16.96)

Inserting (16.96) into (16.85) and then substituting x = 0, we have

du(y + z) = d(uy + wz) + a. (16.97)

Hence, we have
d(w − u)z + a = 0 (16.98)

for all z ∈ R. If w = u, then a = 0, and f and g given by (16.96) is a
solution of (16.85). If w 6= u, then (16.98) gives

d = 0 and a = 0

and (16.96) reduces to
f(x) = bx+ c

h(x) = 0.

}
(16.99)

Case 4. Suppose u = −v 6= 0. By Theorem 16.4, we get

q(x) =
A(ux)
u

+ b

h(x) =
A(x)
x

, x 6= 0.

}
(16.100)

Since f is differentiable, q is continuous and hence A : R→ R is contin-
uous. Therefore

A(x) = ax, (16.101)

where a is a constant. Hence (16.100) and (16.101) yield

q(x) = ax+ b

h(x) =
ax

x
, x 6= 0,

}
(16.102)

that is,
f(x) = ax2 + bx+ c

h(x) = a.

}
(16.103)

Case 5. Suppose u2 6= v2. By Theorem 16.4 and previous arguments,
we get

f(x) = ax2 + bx+ c

h(x) = a.

}
(16.104)

Since no more cases are left, the proof of Theorem 16.5 is complete.
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Remark 16.1. Note that the definition

q(x) =

{
f(x)
x if x 6= 0

f ′(0) if x = 0

is key to reduce (16.85) to

q(x)− q(y) = (x− y)h(ux+ vy)

for all x, y ∈ R with x 6= y. Without the differentiability of f, the function
q cannot be defined at x = 0. Hence

q(x)− q(y) = (x− y)h(ux+ vy)

has to be solved for all x, y ∈ R r {0} with x 6= y.

16.5 Concluding Remarks

Mean value type functional equations such as

f(x)− f(y) = (x− y) f ′ (η(x, y)) (16.105)

with η(x, y) = x+y
2 and for all distinct x, y ∈ R were first time studied by

the Romanian mathematician Pompeiu (1930). The functional equation
(16.105) when η(x, y) = x+y

2 is a special case of the equation

f(x)− f(y) = (x− y)h (x+ y) (16.106)

for all x, y ∈ R. The general solution of the functional equation (16.106)
without any regularity assumption on f and h was determined by Aczél
(1963). Without knowing the result of Aczél, Haruki (1979) considered
the following more general functional equation

f(x)− g(y) = (x− y)h (x+ y) (16.107)

for all x, y ∈ R. He proved, using Jensen functional equation, that the
general solution f, g, h : R→ R of (16.107) is given by

f(x) = g(x) = ax2 + bx+ c and h(x) = ax+ b,

where a, b, c are arbitrary real constants. Aczél (1985) determined the
general solution f, g, h : F→ F of (16.107) when F is a field of character-
istic different from 2. Sablik (1992) extended the result of Aczél (1985)
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to the case where variables and values of the unknown functions are in
some abelian groups.

Using the notion of 3-point divided difference, Bailey (1992) gener-
alized (16.106) to

f [x, y, z] = h (x+ y + z) (16.108)

for all distinct x, y, z ∈ R. He proved that if f : R→ R is a differentiable
function satisfying (16.108), the f is a polynomial of degree at most 3.
The differentiability condition on f played an important role in deter-
mining the solution of (16.108). Bailey (1992) concluded his paper with
the following: One is led to wonder if

f [x1, x2, ..., xn] = h(x1 + x2 + · · ·+ xn] (16.109)

and f is continuous (or perhaps differentiable) will imply that f is a
polynomial of degree no more than n. At this point we have no answer.

Chung and Sahoo (1993) showed that if a Lebesgue-integrable func-
tion f : R → R satisfies the functional equation (16.109) for distinct
x1, x2, ..., xn ∈ R, then f is a polynomial of degree at most n. This
answers the question raised by Bailey (1992). In 1993, Kannappan and
Sahoo (1995) determined the general solutions f, h : R → R of the
functional equation (16.109) without any regularity assumption on the
unknown functions f and h. Without knowing the work of Kannappan
and Sahoo, Anderson (1996) found the solution of (16.109) without any
regularity assumption. Schwaiger (1994) found the general solution of
(16.109) in a field F of characteristic different from 2 provided F has
enough points in it. Davies and Rousseau (1998) determined the solu-
tion of (16.109) in arbitrary field F including the field with characteristic
2. They proved that f is a polynomial of degree at most n if F is a field of
characteristic different from 2. This result also holds when F = GF (2) or
F = GF (4). This result fails for all other fields of characteristic different
from 2 with |F| > 4.

Aczél and Kuczma (1989) generalized the functional equation
(16.105) to

f(x)− f(y) = (x− y)h (η(x, y)) (16.110)

for all x, y in some real interval I ⊂ R. They determined the solution of
(16.110) when η(x, y) is an arithmetic, geometric or harmonic means of
x and y. They also considered the case where η(x, y) is a quasiarithmetic
mean with the additional assumption that 0 is in I.

In 1989, Walter Rudin raised the following problem in the elementary
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problem section of the American Mathematical Monthly. Let s and t be
two given real numbers. Find all real functions f that satisfy

f(x)− f(y) = (x− y) f ′(sx+ ty) (16.111)

for all numbers x, y ∈ R. Kannappan, Sahoo and Jacobson (1995), in-
vestigated the general solution of

f(x)− f(y) = (x− y)h(sx+ ty) (16.112)

for all x, y ∈ R which is a generalization of (16.106). They determined
the general solution of (16.112) without any regularity assumption on the
unknown functions. Kannappan (2003) determined the general solution
f : G → F, h : G → Hom(G,F) of the functional equation (16.112)
holding for all x, y ∈ G, where G is an abelian 2-divisible groups and F
is a field of characteristic zero.

Another generalization of (16.112) is

f(x)− g(y) = (x− y) [h(sx+ ty) + ψ(x) + φ(y)] (16.113)

for all x, y ∈ R. Here f, g, h, ψ, φ : R → R are unknown functions to
be determined. Kannappan, Riedel and Sahoo (1998) determined the
general solution of the functional equation (16.113) without any regu-
larity assumption on the unknown functions. The following functional
equation

f(x)− g(y) = (x− y) [h(sx+ ty) + k(tx+ sy) + ψ(x) + φ(y)] (16.114)

for all x, y ∈ R, where f, g, h, k, ψ, φ : R → R are unknown functions
to be determined, is a generalization of (16.113). The general solution
of this functional equation was determined by Sahoo (2007) assuming
f, g, ψ, φ to be two time differentiable and h, k to be four time differen-
tiable. The general solution of (16.114) without any regularity assump-
tion on the unknown functions is not known.

A special case of the functional equation (16.113) is

f(x)− f(y) = (x− y)
[
h

(
x+ y

2

)
− g(x)− g(y)

]
(16.115)

holding for all x, y ∈ I, where I ⊂ R is an arbitrary interval on the real
line with positive length. Ger (2002) obtained the solution f, h, g : I → R
of the equation (16.115) without any regularity assumption.

A mean value theorem for functions in two variables yields the foll-
lowing functional equation (see Kannappan and Sahoo (1997b)):

f(u, v)−f(x, y) = (u−x) g1(x+u, y+v)+(v−y) g2(x+u, y+v) (16.116)
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for all x, y ∈ R with (u−x)2+(v−y)2 6= 0. Kannappan and Sahoo (1997b)
proved the following result: For some g1, g2 : R2 → R, if f : R2 → R
satisfies (16.116) for all x, y, u, v ∈ R with (u− x)2 + (v − y)2 6= 0, then
f : R2 → R is of the form

f(x, y) = B(x, y) + ax2 + bx+ cy2 + dy + α,

where B : R2 → R is a biadditive function and a, b, c, d, α are arbitrary
constants. For the a priori chosen real parameters s and t, Riedel and
Sahoo (1997) determined the solution of the functional equation

f(u, v)− f(x, y)
= (u− x) g1(sx+ tu, sy + tv) + (v − y) g2(sx+ tu, sy + tv)

for all x, y ∈ R with (u − x)2 + (v − y)2 6= 0 without any regularity
assumption on the unknown functions f, g1, g2 : R2 → R. The following
functional equation is the multivariable analogue of the latter equation

f(x)− f(y) = 〈(y − x), gi(sx+ ty)〉 (16.117)

for all x, y ∈ Rn. Here f, gi : Rn → R (i = 1, 2, ..., n) are unknown
functions, < ·, · > is the inner product in Rn, || · || is the norm in Rn,
and s and t are a priori chosen real parameters. The general solution of
this functional equation is also determined by Riedel and Sahoo (1997)
without any regularity assumption.

The functional equation (16.105) was originated from the Lagrange
mean value theorem. There are other mean value theorems such as the
Pompeiu mean value theorem and the Flett mean value theorem. These
mean value theorems also give rise to other mean value type functional
equations. The Pompeiu mean value theorem states that for every real
valued function f differentiable on an interval [a, b] not containing 0 and
for all pairs x1 6= x2 in [a, b], there exists ξ in ]a, b[ such that

x1f(x2)− x2f(x1)
x1 − x2

= f(ξ)− ξf ′(ξ).

From the Pompeiu mean value theorem, one obtains the following mean
value type functional equation

xf(y)− yf(x) = (x− y)h(ξ(x, y)) (16.118)

for all x, y ∈ R with x 6= y. Aczél and Kuczma (1989) solved the equa-
tion (16.118) for all x, y in some real interval I ⊂ R. They determined
the solution of (16.118) when ξ(x, y) is arithmetic, geometric or har-
monic means of x and y. They also considered the case where ξ(x, y) is
a quasiarithmetic mean with the additional assumption that 0 is in I.
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Kannappan, Riedel and Sahoo (1998) determined the general solution
f, h : R→ R of the functional equation

xf(y)− yf(x) = (x− y) [h(x+ y)− h(x)− h(y)] (16.119)

for all x, y ∈ R without assuming any regularity assumption on the
unknown functions. They proved that f(x) = 3ax3 + 2bx2 + cx+ d and
g(x) = −ax3− bx2−A(x)− d, where A : R→ R is additive and a, b, c, d
are arbitrary constants. Ger (2002) studied the functional equation

xf(y)− yf(x) = (x− y) [h(x+ y)− g(x)− g(y)] (16.120)

for all x, y ∈ I, where I ⊂ R is an arbitrary interval on the real line with
positive length. She determined the general solution of (16.120) without
any regularity assumption on the unknown functions.

For a priori chosen real parameters s and t, the functional equation

xf(y)−yf(x) = (x−y) [h(sx+ ty)+k(tx+sy)+ψ(x)+φ(y)] (16.121)

for all x, y ∈ R has not been studied. We raise the following open prob-
lem: Determine the general solution f, h, k, ψ, φ : R → R of the func-
tional equation (16.121) holding without any regularity assumption on
the unknown functions.

T.M. Flett (1958) proved that if f : [x, y] → R is differentiable on
[x, y] and satisfies f ′(x) = f ′(y), then there exists η in the open interval
(x, y) such that

f(η)− f(x) = (η − x)f ′(η(x, y)). (16.122)

Flett’s conclusion implies that the tangent at (η, f(η)) passes through
the point (x, f(x)). Davitt, Powers, Riedel and Sahoo (1999) extended
the Flett mean value theorem that does not depend on the hypothesis
f ′(x) = f ′(y), but reduces to Flett mean value theorem when this is the
case. They proved that if f : [x, y]→ R is a differentiable function, then
there exists a point η ∈ (x, y) such that

f(η)− f(x) = (η − x) f ′(η)− 1
2
f ′(y)− f ′(x)

y − x
(η − x)2. (16.123)

Letting η(x, y) = sx+ ty for s+ t = 1 and 0 < s, t < 1, one obtains the
following functional equation:

f (sx+ ty)− f(x)

= (sx+ ty − x)h(sx+ ty)− 1
2
h(y)− h(x)

y − x
(sx+ ty − x)2. (16.124)
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for all x, y ∈ R. Riedel and Sablik (2000) determined the general solution
of (16.124) without any regularity assumption on f and h.

For details on the various mean value type functional equations, the
interested reader is referred to the book Mean Value Theorems and Func-
tional Equations by Sahoo and Riedel (1998).

16.6 Exercises

1. Find all functions f, g : R→ R that satisfy the functional equation

f(x)− f(y) = (x− y)
[
g(x) + g(y)

2

]
for all x, y ∈ R.

2. Find all functions f, g : R→ R that satisfy the functional equation

xf(y)− yf(x) = (x− y) g(x+ y)

for all x, y ∈ R.

3. Find all functions f, g : (0,∞) → R that satisfy the functional equa-
tion

f(x)− f(y) = (x− y) g (
√
xy )

for all x, y ∈ (0,∞).

4. Find all functions f, g : (0,∞) → R that satisfy the functional equa-
tion

f(x)− f(y) = (x− y) g
(

2xy
x+ y

)
for all x, y ∈ (0,∞).

5. Find all functions f, g : (0,∞) → R that satisfy the functional equa-
tion

xf(y)− yf(x) = (x− y) g (
√
xy )

for all x, y ∈ (0,∞).

6. Find all functions f, g : (0,∞) → R that satisfy the functional equa-
tion

xf(y)− yf(x) = (x− y) g
(

2xy
x+ y

)
for all x, y ∈ (0,∞).
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7. Let s, t be any two a priori chosen real numbers. Find all functions
f, g : R→ R that satisfy the functional equation

xf(y)− yf(x) = (x− y) g(sx+ ty)

for all x, y ∈ R.

8. Find all functions f, g : R→ R that satisfy the functional equation

g(x)− g(y) =
1
6

(x− y)
[
f(x) + 4f

(
x+ y

2

)
+ f(y)

]
for all x, y ∈ R.

9. Find all functions f, g : R→ R that satisfy the functional equation

g(x)− g(y) = (x− y) f(x+ y) + (x+ y) f(x− y)

for all x, y ∈ R.

10. Find all functions f, g : R→ R that satisfy the functional equation

xf(y)− yf(x) = (x− y) [g(x+ y)− g(x)− g(y)]

for all x, y ∈ R.

11. Find all functions f, g, h, k : R → R that satisfy the functional
equation

f(x)− g(y) = (x− y) [h(x+ y) + k(x) + k(y)]

for all x, y ∈ R.

12. Find all functions f, g, h, ψ, φ : R → R that satisfy the functional
equation

f(x)− g(y) = (x− y) [h(x+ y) + ψ(x) + φ(y)]

for all x, y ∈ R.

13. Let s, t be any two a priori chosen real numbers. Find all functions
f, g, h, k : R→ R that satisfy the Sahoo-Riedel type functional equation

f(x)− g(y) = (x− y) [h(sx+ ty) + k(x) + k(y)]

for all x, y ∈ R.

14. Find all differentiable functions f, g : R → R that satisfy the func-
tional equation

f(y + x)g(y + x) + f(y − x)g(y − x) = f(y)[g(y + x) + g(y − x)]

for all x, y ∈ R.

15. Find all functions f, g : R2 → R that satisfy the functional equation

f(u, v)− f(x, y) = (u− x)g(u+ x, v + y) + (v − y)h(u+ x, v + y)

for all x, y, u, v ∈ R with (u− x)2 + (v − y)2 6= 0.
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16. Find all functions f, g : R2 → R that satisfy the functional equation

f(u, v)− f(x, y) = (u− x)g(su+ tx, sv+ ty) + (v− y)h(su+ tx, sv+ ty)

for all x, y, u, v ∈ R with (u− x)2 + (v − y)2 6= 0.

17. Find all functions f : R2 → R that satisfy the functional equation

f(u+ x, v + y) + f(u− x, v) + f(u, v − y)
= f(u− x, v − y) + f(u+ x, v) + f(u, v + y)

for all x, y, u, v ∈ R.

18. Find all functions f, g : R→ R that satisfy the functional equation

f [x1, x2, ..., xn] = g(x1 + x2 + · · ·+ xn)

for all x1, x2, ..., xn ∈ R with xi 6= xj for i 6= j.

19. If f(x) = ax3 + bx2 + cx+d, then show that f [x, y, z] = a(x+y+z),
where a, b, c, d are real constants.

20. Prove that

f [x1, x2, . . . , xn] =
n∑
i=1

f(xi)
n∏
j 6=i

(xi − xj)
,

where x1, x2, ..., xn are distinct points in R.



Chapter 17

Functional Equations for Distance
Measures

17.1 Introduction

Let I denote the open unit interval (0, 1) and J denote the open-
closed unit interval (0, 1]. Let R denote the set of real numbers. Let
R+ = {x ∈ R |x > 0} and R1 = {x ∈ R+|x 6= 1}. Let

Γon =

{
P = (p1, p2, ..., pn) | 0 < pk < 1,

n∑
k=1

pk = 1

}

denote the set of all n-ary discrete complete probability distributions
(without zero probabilities); that is, Γon is the class of discrete distribu-
tions on a finite set Ω of cardinality n with n ≥ 2. Over the years, many
distance measures between discrete probability distributions have been
proposed.

Most similarity, affinity or distance measures µn : Γon × Γon → R+

that have been proposed between two discrete probability distributions
can be represented in the sum form

µn(P,Q) =
n∑
k=1

φ(pk, qk), (17.1)

where φ : I × I → R is a real-valued function on unit square or a
monotonic transformation of the right side of (17.1), that is,

µn(P,Q) = ψ

(
n∑
k=1

φ(pk, qk)

)
, (17.2)

where ψ : R → R+ is an increasing function on R. The function φ
is called a generating function. It is also referred to as the kernel of
µn(P,Q). Some examples of sum form distance measures between two

269
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discrete probability distributions P and Q in Γon are (see Kannappan
and Sahoo (1997a)):

(a) Directed divergence

φ(x, y) = x(log x− log y),

Dn(P,Q) =
n∑
k=1

pk log
(
pk
qk

)
;

(b) Symmetric J-divergence

φ(x, y) = (x− y)(log x− log y),

Jn(P,Q) =
n∑
k=1

(pk − qk) log
(
pk
qk

)
;

(c) Hellinger coefficient

φ(x, y) =
√
xy,

Hn(P,Q) =
n∑
k=1

√
pkqk ;

(d) Jeffreys distance

φ(x, y) =
(√
x−√y

)2
,

Kn(P,Q) =
n∑
k=1

(
√
pk −

√
qk)2 ;

(e) Chernoff coefficient

φ(x, y) = xαy1−α,

Cn,α(P,Q) =
n∑
k=1

pαk q
1−α
k α ∈ I;

(f) Variational distance

φ(x, y) = |x− y|,

Vn(P,Q) =
n∑
k=1

|pk − qk|;

(g) Proportional distance

φ(x, y) = min{x, y},
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Xn(P,Q) =
n∑
k=1

min{pk, qk};

(h) Kagan affinity measure

φ(x, y) =
(y − x)2

y
,

An(P,Q) =
n∑
k=1

qk

[
1− pk

qk

]2

;

(i) Vajda affinity measure

φ(x, y) = y

∣∣∣∣xy − 1
∣∣∣∣α ,

An,α(P,Q) =
n∑
k=1

qk

∣∣∣∣pkqk − 1
∣∣∣∣α , α ≥ 1;

(j) Matusita distance

φ(x, y) = |xα − yα|
1
α ,

Mn,α(P,Q) =
n∑
k=1

|pαk − qαk |
1
α , 0 < α ≤ 1;

(k) Divergence measure of degree α

φ(x, y) =
1

2α−1 − 1
[
xαy1−α − x

]
,

Bn,α(P,Q) =
1

2α−1 − 1

[
n∑
k=1

(
pαk q

1−α
k − pk

)]
, α 6= 1;

(l) Cosine α-divergence measure

φ(x, y) =
1
2

[
x−√xy cos

(
α log

(
x

y

))]
,

Nn,α(P,Q) =
1
2

[
1−

n∑
k=1

√
pkqk cos

(
α log

pk
qk

)]
;

(m) Divergence measure of Higashi and Klir

φ(x, y) = x log
2x
x+ y

+ y log
2y
x+ y

,
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In(P,Q) =
n∑
k=1

[
pk log

(
2pk

pk + qk

)
+ qk log

(
2qk

pk + qk

)]
;

(n) Csiszar f -divergence measure

φ(x, y) = xf

(
x

y

)
,

Zn,α(P,Q) =
n∑
k=1

pkf

(
pk
qk

)
;

(o) Kullback-Leibler type f -distance measure

φ(x, y) = x[f(x)− f(y)],

Ln,α(P,Q) =
n∑
k=1

pk[f(pk)− f(qk)].

The following

(p) Renyi’s divergence measure

φ(x, y) = xαy1−α, ψ(x) =
1

α− 1
log x

Rn,α(P ||Q) =
1

α− 1
log

(
n∑
k=1

pαk q
1−α
k

)
, α 6= 1,

is a monotonic transformation of sum form distance measures. Renyi’s
divergence measure is the logarithm of the so-called exponential entropy

En,α(P,Q) =

(
n∑
k=1

pαk q
1−α
k

) 1
α−1

.

In order to derive axiomatically the principle of minimum divergence,
Shore and Johnson (1980) formulated a set of four axioms, namely,
uniqueness, invariance, system independence and subset independence.
They proved that if a functional µn : Γon×Γon → R+ satisfies the axioms
of uniqueness, invariance and subset independence, then there exists a
generating function (or kernel) φ : I × I → R such that

µn(P,Q) =
n∑
k=1

φ(pk, qk)

for all P,Q ∈ Γon. In view of this result one can conclude that the above
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sum form representation is not artificial. In most applications involv-
ing distance measures between probability distributions, one encounters
the minimization of µn(P,Q) and the sum form representation makes
problems tractable.

A sequence of measures {µn} is said to be symmetrically compositive
if for some λ ∈ R,

µnm(P ? R,Q ? S) + µnm(P ? S,Q ? R)
= 2µn(P,Q) + 2µm(R,S) + λµn(P,Q)µm(R,S)

for all P,Q ∈ Γon, S,R ∈ Γom, where

P ∗R = (p1r1, p1r2, ..., p1rm, p2r1, ..., p2rm, ..., pnrm).

If λ = 0, then {µn} is said to be symmetrically additive.

The functional equations

f(pr, qs) + f(ps, qr) = (r + s)f(p, q) + (p+ q)f(r, s) (17.3)

and
f(pr, qs) + f(ps, qr) = f(p, q) f(r, s) (17.4)

holding for all p, q, r, s ∈ I are instrumental in the characterization of
symmetrically compositive sum form distance measures with a measur-
able generating function.

In this chapter, we present the general solution of the functional
equations (17.3) and (17.4), and the functional equation

f1(pr, qs) + f2(ps, qr) = g(p, q) + h(r, s), (17.5)

for all p, q, r, s ∈ I.

17.2 Solution of Two Functional Equations

In this section, following Chung, Kannappan, Ng and Sahoo (1989)
we present the general solution of the functional equations (17.3) and
(17.4) without any regularity assumption.

A map L : R+ → R is called logarithmic if and only if

L(xy) = L(x) + L(y)
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for all x, y ∈ R+. A function ` : R2
+ → R is called bilogarithmic if and

only if it is logarithmic in each variable. The capital letter L along with
its subscripts is used exclusively for a logarithmic map.

The following theorem concerns the general solution of the functional
equation (17.3).

Theorem 17.1. A function f : I2 → R satisfies the functional equation
(17.3), that is,

f(pr, qs) + f(ps, qr) = (r + s)f(p, q) + (p+ q)f(r, s),

for all p, q, r, s ∈ I if and only if

f(p, q) = p [L1(q)− L2(p)] + q [L1(p)− L2(q)], (17.6)

where L1, L2 : R+ → R are logarithmic functions.

Proof. It is easy to verify that f given by (17.6) satisfies (17.3). Ob-
viously, f = 0 is a solution of (17.3) and is of the form (17.6). We
now suppose f 6= 0. First, we will show that f satisfying (17.3) for all
p, q, r, s ∈ I can be extended (uniquely) from I2 to R2

+. Setting r = s = λ
in (17.3), we get

f(λp, λq) = λ f(p, q) + λ(p+ q) `(λ), (17.7)

where
`(λ) := (2λ)−1f(λ, λ).

Next, we show that ` is logarithmic. Replacing λ by λ1λ2 in (17.7), we
get

f(λ1λ2p, λ1λ2q) = λ1λ2f(p, q) + λ1λ2(p+ q)`(λ1λ2). (17.8)

Using (17.7) twice, f(λ1λ2p, λ1λ2q) can be written as

f(λ1λ2p, λ1λ2q) = λ1f(λ2p, λ2q) + λ1λ2(p+ q)`(λ1)
= λ1 [λ2f(p, q) + λ2)p+ q)`(λ2)]

+ λ1λ2(p+ q)`(λ1). (17.9)

Comparing (17.8) and (17.9), we see that

`(λ1λ2) = `(λ1) + `(λ2),

that is, ` is logarithmic.

Now, we extend f to f̄ as follows. For any p, q ∈ R+, choose a positive
λ sufficiently small such that λ, λp, λq ∈ I. Define

f̄(p, q) =
1
λ
f(λp, λq)− (p+ q) `(λ). (17.10)
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From
f(λµp, λµq) = f(λ · µp, λ · µq) = f(µ · λp, µ · λq),

using (17.7), it follows that the right side of (17.10) is independent of
λ and thus f̄ is well defined. For p, q, r, s ∈ R+, choose λ ∈ I such that
λp, λq, λr, λs ∈ I. Then

f̄(pr, qs) + f̄(ps, qr)

=
1
λ2

{
f(λ2pr, λ2qs) + f(λ2ps, λ2qr)

}
− (pr + qs)`(λ2)− (ps+ qr)`(λ2)

=
1
λ2
{f(λpλr, λq λs) + f(λpλs, λq λr)} − (p+ q)(r + s)`(λ2)

=
1
λ
{(r + s)f(λp, λq) + (p+ q)f(λr, λs)

− 2 (p+ q)(r + s) `(λ) (by using (17.3) ` logarithmic)
= (r + s) f̄(p, q) + (p+ q) f̄(r, s).

Thus f̄ satisfies (17.3) on R+. From here on, let us simply assume that
f satisfies (17.3) for all p, q, r, s ∈ R+. Set p = q, r = s in (17.3) to get

f(pr, pr) = rf(p, p) + pf(r, r). (17.11)

From this it follows that

L(p) :=
1
p
f(p, p) (17.12)

is logarithmic on R+. Setting q = s = 1 in (17.3), we get

f(p, r) = (1 + r)g(p) + (1 + p)g(r)− g(pr), (17.13)

where g(p) := f(1, p). Note that (17.3) implies f(1, 1) = 0 and f is
symmetric. Now (17.12) and (17.13) give

g(p2) = 2(1 + p) g(p)− L(p), p ∈ R+. (17.14)

With p = r, q = s in (17.3) yields

f(p2, q2) + f(pq, pq) = 2(p+ q) f(p, q). (17.15)

Putting (17.12), (17.13) and (17.14) into (17.15), we have

(1− p)(1− q)[2g(pq)− L(pq)]
= (1− q)(1− pq)[2g(q)− L(q)] + (1− q)(1− pq)[2g(p)− L(p)].
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Defining

2L2(x) =

{
(1− x)−1 [(2g(x)− L(x)], x 6= 1
0, x = 1,

we get from this definition and g(1) = 0 that

g(p) =
1
2
L(p) + (1− p)L2(p), p ∈ R+,

and from the above equation, L2(pq) = L2(p) + L2(q) follows whenever
p 6= 1, q 6= 1, and pq 6= 1. The function L2 evidently satisfies L2(pq) =
L2(p)+L2(q) when p = 1 or q = 1. To check that this equation is also true
for the case p 6= 1 but pq = 1, we have to show that L2(p−1) = −L2(p)
for p 6= 1. The latter is equivalent to(

1 +
1
p

)
f(p, p) + 2pf

(
1,

1
q

)
= 2f(1, p),

which can be obtained by putting q = p, r = 1, and s = 1
p in (17.3).

Thus, L2 is logarithmic on R+. Now using (17.13), we get (17.6), where
L1 = 1

2L+ L2. This proves the theorem.

The next theorem gives the general solution of the equation (17.4).

Theorem 17.2. Suppose f : I2 → R satisfies the functional equation
(17.4), that is

f(pr, qs) + f(ps, qr) = f(p, q) f(r, s)

for all p, q, r, s ∈ I. Then

f(p, q) = M1(p)M2(q) +M1(q)M2(p), (17.16)

where M1,M2 : R → C are multiplicative functions. Further, either M1

and M2 are both real or M2 is the complex conjugate of M1. The converse
is also true.

Proof. Without loss of generality, let us assume that f 6= 0. Observe first
that with r = s = λ in (17.4), we get the M -homogeneity law

f(λp, λq) =
1
2
f(λ, λ)f(p, q) = M(λ)f(p, q),

where M : I → R, M(λ) := 1
2 f(λ, λ). Since f 6= 0, M is multiplicative

and can be uniquely extended to a multiplicative M̄ ( 6= 0) on R+ (see
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Theorem 4.3 in Chapter 4 or Aczél, Baker, Djoković, Kannappan and
Rado (1971)). As in Theorem 17.1, it is easy to show that

f̄(p, q) = M̄

(
1
λ

)
f(λp, λq) (17.17)

for p, q ∈ R+ (λ small such that λp, λq ∈ I) extends f and (17.4) to R2
+.

We assume from here on that f has this extended meaning.

We then fix s = q = 1 in (17.4) and define g(p) = f(p, 1) to get

f(p, q) = g(p) g(q)− g(pq). (17.18)

The assumption f 6= 0 implies that g is not multiplicative, and f(1, 1) =
2. Setting s = 1 in (17.4) and using (17.18), we obtain

g(pr)g(q)− 2g(pqr) = g(p)g(q)g(r)− g(p)g(qr)− g(r)g(pq). (17.19)

We fix q in (17.19) to get

F (pr) = F (p)
g(r)

2
+ F (r)

g(p)
2
, (17.20)

where F (p) := g(p)g(q)− 2g(pq).

If F is identically 0, then M1 := 2−1g is multiplicative and f(p, q) =
2M1(pq), and f thus is of the form (17.16) with M2 = M1. If F 6= 0, then
from (17.20) (see Chung, Kannappan and Ng (1985), Lemma 5, Remark
4) and since g is not multiplicative, we have g = M1 + M2, where
M1,M2 : R+ → C are multiplicative; that is, f is of the form (17.16)
where M1,M2 are complex valued. Suppose Mk(p) = ak(p)+ ibk(p) with
real ak, bk (k = 1, 2). Since f is real valued, letting q = 1 in (17.18), we
get b1(p) = −b2(p). Again using f real, that is, the imaginary part of
f = 0, we get

[a2(p)− a1(p)]b(q) + [a2(q)− a1(q)]b(p) = 0. (17.21)

Suppose there is a po such that a1(po) 6= a2(po). Then from (17.21), we
have b(q) = c [a2(q)− a1(q)], that is,

c [a2(p)− a1(p)][a2(q)− a1(q)] = 0

for all p, q. Then c = 0, so b(q) = 0 and M1 and M2 are real. Otherwise
a1 = a2 and M2 equals the conjugate of M1 as desired. The converse
part is straightforward. This completes the proof of the theorem.
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17.3 Some Auxiliary Results

The following auxiliary results are needed to determine the general
solution of the functional equation (17.5). This section is adapted from
Sahoo (1999).

Lemma 17.1. The function f : I2 → R satisfies the functional equation

f(pr, qs) = f(p, q) + f(r, s) (17.22)

for all p, q, r, s ∈ I if and only if

f(p, q) = L1(p) + L2(q), (17.23)

where L1, L2 : R+ → R are logarithmic.

Proof. Let a ∈ I be a fixed element and consider

f(p, q) = f(p, q) + 2f(a, a)− 2f(a, a)
= f(paa, qaa)− 2f(a, a)
= f(pa · a, a · qa)− 2f(a, a)
= f(pa, a) + f(a, qa)− 2f(a, a)
= L1(p) + L2(q),

where

L1(p) = f(pa, a)− f(a, a)
L2(q) = f(a, qa)− f(a, a).

Next, we show that L1 and L2 are logarithmic functions on R+. Observe
that

L1(pq) = f(pqa, a)− f(a, a)
= f(pqa, a) + f(a, a)− 2f(a, a)
= f(pqaa, aa)− 2f(a, a)
= f(pa · qa, a · a)− 2f(a, a)
= f(pa, a) + f(qa, a)− 2f(a, a)
= L1(p) + L1(q)

for all p, q ∈ I. Hence L1 is logarithmic. It is well known that L1 can be
extended to R+ from I. Similarly, it can be shown that L2 is a logarithmic
map on R+. This completes the proof of the lemma.
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Lemma 17.2. The functions f, g, h : I2 → R satisfy the functional
equation

f(pr, qs) = g(p, q) + h(r, s) (17.24)

for all p, q, r, s ∈ I if and only if

f(p, q) = L1(p) + L2(q) + α+ β, (17.25)
g(p, q) = L1(p) + L2(q) + α, (17.26)
h(r, s) = L1(r) + L2(s) + β, (17.27)

where L1, L2 : R+ → R are logarithmic and α, β are arbitrary constants.

Proof. Let a and b be any two fixed elements in I. Inserting r = a and
s = b in (17.24), we obtain

g(p, q) = f(pa, qb)− h(a, b). (17.28)

Now again letting p = b and q = a in (17.24), we have

h(r, s) = f(rb, sa)− g(b, a). (17.29)

By (17.28) and (17.29), (17.24) yields

f(pr, qs) = f(pa, qb) + f(rb, sa) + k, (17.30)

where k = −h(a, b)− g(b, a). Replacing p by bp, q by aq, r by ar, and s
by bs in (17.30), we obtain

f(abpr, abqs) = f(abp, abq) + f(abr, abs) + k. (17.31)

Defining
F (p, q) = f(abp, abq) + k, (17.32)

we see that the last equation transforms into

F (pr, qs) = F (p, q) + F (r, s) (17.33)

for all p, q, r, s ∈ I. By Lemma 3.1, we obtain

F (p, q) = L1(p) + L2(q), (17.34)

where L1, L2 : R+ → R are logarithmic. Therefore

f(abp, abq) = L1(p) + L2(q)− k (17.35)

which is
f(p, q) = L1(p) + L2(q) + γ, (17.36)

where γ is a constant. Using (17.36) in (17.28) and (17.29), we obtain
(17.26) and (17.27), respectively. Letting (17.36), (17.26) and (17.27)
into (17.24), we see that γ = α + β and thus we have (17.25). This
completes the proof.
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Lemma 17.3. The function f : I2 → R satisfies the functional equation

f(pr, qs) + f(ps, qr) = 2f(p, q) + 2f(r, s) (17.37)

for all p, q, r, s ∈ I if and only if

f(p, q) = L(p) + L(q) + `

(
p

q
,
p

q

)
, (17.38)

where L : R+ → R is logarithmic and ` : R2
+ → R is bilogarithmic.

Proof. Setting r = λ = s in (17.37), we obtain

f(λp, λq) = f(p, q) + L(λ), (17.39)

where
L(λ) := f(λ, λ). (17.40)

It is easy to show that L is logarithmic. Consider

f(λ1λ2p, λ1λ2q) = f(p, q) + L(λ1λ2). (17.41)

Also we get

f(λ1λ2p, λ1λ2q) = f(λ2p, λ2q) + L(λ1)
= f(p, q) + L(λ2) + L(λ1). (17.42)

Thus from (17.41) and (17.42), we see that L(λ1λ2) = L(λ1) + L(λ2)
for all λ1, λ2 ∈ I. Hence L is logarithmic on I and it can be extended
uniquely to R+.

Now we extend f to f̄ from I2 to R2
+ as follows: For p, q ∈ R+, choose

λ ∈ R+ sufficiently small such that λ, λp, λq ∈ I. Define

f̄(p, q) = f(λp, λq)− L(λ). (17.43)

It is easy to show that f̄ in (17.43) is well defined, that is, independent
of the choice of λ. To show this, using (17.39) we write f(λµp, λµq) in
two different ways:

f(λµp, λµq) = f(λp, λq) + L(µ)

and also
f(λµp, λµq) = f(µp, µq) + L(λ).

Hence from the last two equations, we get

f(λp, λq)− L(λ) = f(µp, µq)− L(µ). (17.44)



Functional Equations for Distance Measures 281

Thus f̄ is independent of the choice of λ.

Next we establish that f̄ satisfies the functional equation (17.37).
Choose p, q, r, s ∈ R+ and λ ∈ I such that λp, λq, λr, λs ∈ I. Next we
compute

f̄(pr, qs) + f̄(ps, qr) = f(λ2pr, λ2qs) + f(λ2ps, λ2qr)− 2L(λ2)
= f(λpλr, λqλs) + f(λpλs, λqλr)− 4L(λ)
= 2f(λp, λq) + 2f(λr, λs)− 4L(λ)
= 2f̄(p, q) + 2f̄(r, s).

Hence f̄ satisfies (17.37) for all p, q, r, s ∈ R+. Here after, we simply
assume that f satisfies (17.37) for all p, q, r, s ∈ R+.

A substitution of p = q = r = s = 1 in (17.37) yields f(1, 1) = 0.
Further, substituting p = q = 1 in (17.37), we see that f(r, s) = f(s, r)
for all r, s ∈ R+. Letting q = s = 1 in (17.37), we have

f(p, r) = 2g(p) + 2g(r)− g(pr), (17.45)

where
g(p) := f(p, 1). (17.46)

Note that g(1) = 0 in view of f(1, 1) = 0. Letting s = 1 in (17.37) and
then using (17.45) in the resulting equation, we obtain

g(pqr) + g(p) + g(q) + g(r) = g(pr) + g(qr) + g(pq) (17.47)

for p, q, r ∈ R1. Defining

2`(p, r) = g(pr)− g(p)− g(r), (17.48)

we see that (17.47) reduces to

`(pq, r) = `(p, r) + `(q, r) (17.49)

for all p, q, r ∈ R1 := {x ∈ R+|x 6= 1}. Hence ` is logarithmic on R2
1

on the first variable. Since the right side of (17.48) is symmetric with
respect to p and r, so also is the left side. Thus

`(p, r) = `(r, p);

that is, ` is a real-valued bilogarithmic function on R2
1.

Again, defining
G(p) = g(p)− `(p, p) (17.50)
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and using (17.50) in (17.48) and the symmetry of `, we obtain

G(pr) = G(p) +G(r). (17.51)

Thus
G(p) = L(p), p ∈ R1, (17.52)

where L : R1 → R is an arbitrary logarithmic function. Now using
(17.52) and (17.50), we obtain

g(p) = L(p) + `(p, p) (17.53)

for all p ∈ R1. The equation (17.53) in (17.45) yields

f(p, q) = L(p) + L(q) + `

(
p

q
,
p

q

)
(17.54)

for all p, q ∈ R1. By (17.46) and (17.53), we see that

f(p, 1) = L(p) + `(p, p)

for all p ∈ R1, and since f(1, 1) = 0, this extends to all R+. Using the
fact that f(p, 1) = L(p) + `(p, p) for all p ∈ R+, and the symmetry of f ,
we see that (17.54) holds for all p, q ∈ R+. This completes the proof.

Lemma 17.4. The function f : I2 → R satisfies the functional equation

f(pr, qs) + f(ps, qr) = 2f(p, q) + f(r, s) + f(s, r) (17.55)

for all p, q, r, s ∈ I if and only if

f(p, q) = L0(q)− L0(p) + L1(p) + L1(q) + `

(
p

q
,
p

q

)
, (17.56)

where L0, L1 : R+ → R are logarithmic and ` : R2
+ → R is bilogarithmic.

Proof. As in the proof of the previous lemma, we define f̄ : R2
+ → R as

f̄(p, q) = f(λp, λq)− L(λ),

where L(λ) := f(λ, λ). Then L is logarithmic and f̄ satisfies the func-
tional equation (17.55) for all p, q, r, s ∈ R+. Hence from here on, we
simply assume that f satisfies (17.55) for all p, q, r, s ∈ R+.

Interchanging p with r and q with s in (17.55), we get

f(pr, qs) + f(qr, ps) = 2f(r, s) + f(p, q) + f(q, p). (17.57)
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Subtracting (17.57) from (17.55), we obtain

φ(ps, qr) = φ(p, q) + φ(s, r), (17.58)

where
φ(p, q) := f(p, q)− f(q, p). (17.59)

From Lemma 3.1, we have φ(p, q) = 2L2(p) + 2L0(q), where L0, L2 :
R+ → R are logarithmic. Since φ is skew symmetric, we see that L2 =
−L0 and hence

f(q, p) = f(p, q) + 2L0(p)− 2L0(q). (17.60)

Letting (17.60) into (17.55), we see that

f(pr, qs) + f(ps, qr) = 2f(p, q) + 2f(r, s) + 2[L0(r)− L0(s)]. (17.61)

Defining
F (p, q) = f(p, q) + [L0(p)− L0(q)], (17.62)

we obtain from (17.61)

F (pr, qs) + F (ps, qr) = 2F (p, q) + 2F (r, s)

for all p, q, r, s ∈ R+. Hence by Lemma 17.3, we have

F (p, q) = L1(p) + L1(q) + `

(
p

q
,
p

q

)
, (17.63)

where L1 : R+ → R is logarithmic and ` : R2
+ → R is bilogarithmic. From

(17.62) and (17.63), we get the asserted solution (17.56). This completes
the proof.

Lemma 17.5. The functions f, g, h : I2 → R satisfy the functional
equation

f(pr, qs) + f(ps, qr) = g(p, q) + h(r, s) (17.64)

for all p, q, r, s ∈ I if and only if

f(p, q) = L0(q)− L0(p) + L1(p) + L1(q) + `

(
p

q
,
p

q

)
+ α+ β, (17.65)

g(p, q) = 2
[
L0(q)− L0(p) + L1(p) + L1(q) + `

(
p

q
,
p

q

)]
+ 2α, (17.66)

h(r, s) = 2
[
L1(r) + L1(s) + `

(r
s
,
r

s

)]
+ 2β, (17.67)

where L0, L1 : R+ → R are logarithmic and ` : R2
+ → R is bilogarithmic,

and α, β are arbitrary real constants.
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Proof. Let a ∈ I be a fixed element. Substituting r = a = s in (17.64),
we get

g(p, q) = 2f(pa, qa)− h(a, a). (17.68)

Similarly, letting p = a = q in (17.64), we have

h(r, s) = f(ra, sa) + f(sa, ra)− g(a, a). (17.69)

Letting (17.68) and (17.69) into (17.64), we obtain

f(pr, qs) + f(ps, qr) = 2f(pa, qa) + f(ra, sa) + f(sa, ra) + 2α0. (17.70)

Replacing p by pa, r by ra, q by qa, and s by sa, we obtain

F (pr, qs) + F (ps, qr) = 2F (p, q) + F (r, s) + F (s, r), (17.71)

where
F (p, q) := f

(
pa2, qa2

)
+ α0. (17.72)

By Lemma 17.4 and (17.72), we obtain

f(p, q) = L0(q)− L0(p) + L1(p) + L1(q) + `

(
p

q
,
p

q

)
+ γ, (17.73)

where γ is a constant. From (17.73) and (17.68), we obtain (17.66).
Similarly, (17.73) and (17.69), we obtain (17.67). Letting (17.66), (17.67)
and (17.73) into (17.64), we have γ = α+β. Hence, with this and (17.73),
we have the asserted solution (17.65).

Lemma 17.6. The functions f, g : I2 → R satisfy the functional equa-
tion

f(pr, qs)− f(ps, qr) = g(r, s) (17.74)

for all p, q, r, s ∈ I if and only if

f(p, q) = φ(pq) + L(q), (17.75)
g(p, q) = L(q)− L(p), (17.76)

where L : R+ → R is logarithmic and φ : R+ → R is arbitrary.

Proof. First, substituting r = a = q in (17.74), we obtain

f(pa, sa)− f(ps, a2) = g(a, s). (17.77)

Replacing p by pa and s by sa in (17.77) and rearranging, we get

f(a2p, a2s) = f(a2ps, a2) + g(a, as). (17.78)
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Similarly, replacing p by pa, r by ra, s by sa, and q by qa in (17.74), we
have

f(a2pr, a2qs)− f(a2ps, a2qr) = g(ar, as). (17.79)

Using (17.78) in (17.79), we obtain

g(a, aqs)− g(a, aqr) = g(ar, as). (17.80)

Again letting p = a = q in (17.74), we get

f(ar, as)− f(as, ar) = g(r, s). (17.81)

Hence, by (17.77), the equation (17.81) yields

g(r, s) = g(a, s)− g(a, r). (17.82)

As before, by replacing r by ar and s by as, we have

g(ar, as) = g(a, as)− g(a, ar). (17.83)

Thus from (17.83) and (17.82), we see that

g(a, aqs)− g(a, aqr) = g(a, as)− g(a, ar). (17.84)

Defining ψ : I2 → R as
ψ(x) = g(a, ax), (17.85)

we have from (17.84)

ψ(qs)− ψ(qr) = ψ(s)− ψ(r) (17.86)

for all q, s, r ∈ I. From (17.86), we obtain

ψ(qs)− ψ(s) = ψ(qr)− ψ(r) (17.87)

for all q, s, r ∈ I. The last equation yields

ψ(qs)− ψ(s) = δ(q), (17.88)

where δ : I → R. Interchanging q with s in (17.88), we see that

ψ(sq)− ψ(q) = δ(s). (17.89)

From (17.88) and (17.89), we have

δ(q)− ψ(q) = δ(s)− ψ(s) = k,

where k is a constant. Hence

δ(q) = ψ(q) + k. (17.90)
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Using (17.90) in (17.89), we have

ψ(sq)− ψ(q) + ψ(s) + k. (17.91)

Thus
ψ(x) = L(x) + k, (17.92)

where L : R+ → R is logarithmic. From (17.85), (17.82) and (17.92), we
obtain

g(r, s) = L(s)− L(r). (17.93)

Using (17.77) and (17.93), we see that

f(pa, sa) = σ(ps) + g(a, s), (17.94)

where
σ(ps) := f(ps, a2). (17.95)

Now (17.93) and (17.93) give

f(pa, sa) = σ(ps) + L(s) + α, (17.96)

where α is a constant. Letting (17.96) into (17.74), we observe that σ is
an arbitrary function. Hence

f(p, s) = φ(ps) + L(s), (17.97)

where φ = σ + α. This completes the proof of the lemma.

17.4 Solution of a Generalized Functional Equation

Now we are ready to determine the general solution of (17.5) without
any regularity assumptions on the unknown functions.

Theorem 17.3. The functions f1, f2, g, h : I2 → R satisfy the func-
tional equation (17.5), that is,

f1(pr, qs) + f2(ps, qr) = g(p, q) + h(r, s),

for all p, q, r, s ∈ I if and only if

f1(p, q) = L(p, q) + L2(q) + `

(
p

q
,
p

q

)
+ φ(pq)− α, (17.98)

f2(p, q) = L(p, q)− L2(q) + `

(
p

q
,
p

q

)
− φ(pq)− α, (17.99)
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g(p, q) = 2L(p, q) + 2`
(
p

q
,
p

q

)
+ 2β − 2α, (17.100)

h(r, s) = 2L1(r) + 2L1(s) + L2(s)− L2(r) + 2`
(r
s
,
r

s

)
− 2β, (17.101)

where L(p, q) := L0(q)−L0(p) +L1(p) +L1(q), L0, L1, L2 : R+ → R are
logarithmic, ` : R2

+ → R is bilogarithmic, φ : R+ → R is arbitrary, and
α, β are arbitrary real constants.

Proof. It is easy to check that solution (17.98)–(17.101) enumerated in
the theorem satisfies (17.5).

Interchanging r with s in (17.5), we get

f1(ps, qr) + f2(pr, qs) = g(p, q) + h(s, r). (17.102)

Adding (17.102) to (17.5), we obtain

F (pr, qs) + F (ps, qr) = 2g(p, q) + 2H(r, s), (17.103)

where

F (p, q) = f1(p, q) + f2(p, q) (17.104)
2H(r, s) = h(r, s) + h(s, r). (17.105)

Further, subtracting (17.102) from (17.5), we obtain

f(pr, qs)− f(ps, qr) = k(r, s), (17.106)

where

f(p, q) = f1(p, q)− f2(p, q) (17.107)
2H(r, s) = h(r, s)− h(s, r). (17.108)

Using (17.104), (17.105), (17.107) and (17.108), we obtain

f1 =
1
2

(F + f) , f2 =
1
2

(F − f) , h =
1
2

(2H + k) . (17.109)

From Lemma 17.6, Lemma 17.5 and (17.109) the asserted solution fol-
lows. This completes the proof of the theorem.

17.5 Concluding Remarks

In statistical estimation problems various measures between proba-
bility distributions play significant roles. Hellinger coeeficient, Jeffreys



288 Introduction to Functional Equations

distance, Chernoff coefficient, directed divergence, and its symmetriza-
tion J-divergence are examples of such measures. Chung, Kannappan,
Ng and Sahoo (1989) characterized these and like measures through a
composition law and the sum form they possess. The functional equa-
tions

f(pr, qs) + f(ps, qr) = (r + s)f(p, q) + (p+ q)f(r, s) (17.110)

and
f(pr, qs) + f(ps, qr) = f(p, q) f(r, s) (17.111)

holding for all p, q, r, s ∈ I were instrumental in their deduction. These
and like functional equations are referred to as functional equations for
stochastic distance measures. The general solution f : I → R of each
of the functional equations (17.110) and (17.111) was determined by
Chung, Kannappan, Ng and Sahoo (1989).

Kannappan, Sahoo and Chung (1993) generalized the functional
equation (17.110) to the following:

f1(pr, qs) + f2(ps, qr) = (r + s)g(p, q) + (p+ q)h(r, s). (17.112)

They determined the general solution f1, f2, g, h : J → R of the func-
tional equation (17.112) without any regularity assumption on the un-
known function. We present their result in the next theorem.

Theorem 17.4. The functions f1, f2, g, h : J2 → R satisfy the func-
tional equation

f1(pr, qs) + f2(ps, qr) = (r + s)g(p, q) + (p+ q)h(r, s)

for all p, q, r, s ∈ J if and only if

f1(p, q) = L(p, q) + (c− β) (p− q) + φ(pq)
f2(p, q) = L(p, q)− (c+ β) (p− q)− φ(pq)
g(p, q) = L(p, q)− (β + α) p+ (β − α) q
h(p, q) = L(p, q)− (α+ c) p+ (α− c) q,


where

L(p, q) := p [L1(q)− L2(p)] + q [L1(p)− L2(q)],

α, β, c are arbitrary constants, φ(p) is an arbitrary function on (0, 1],
and L1, L2 are logarithmic functions on J .

The functional equation (17.111) was generalized by Kannappan, Sa-
hoo and Chung (1994) to

f1(pr, qs) + f2(ps, qr) = g(p, q)h(r, s) (17.113)
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for all p, q, r, s ∈ J . They determined the general complex-valued solution
f1, f2, g, h : J2 → C of this functional equation without any regularity
condition. They found 11 sets of solutions of the equation (17.113).

Riedel and Sahoo (1995) considered another generalization of
(17.110), namely,

f(pr, qs) + f(ps, qr) = g(r, s) f(p, q) + g(p, q) f(r, s) (17.114)

for all p, q, r, s ∈ J . They proved the following theorem concerning this
functional equation.

Theorem 17.5. The functions f, g : J2 → C satisfy the functional
equation

f(pr, qs) + f(ps, qr) = f(p, q) g(r, s) + f(r, s) g(p, q)

for all p, q, r, s ∈ J if and only if

f(p, q) = 0
g(p, q) arbitrary;

}
f(p, q) = M(p)M(q)

[
L(p) + L(q) + l

(
p
q ,

p
q

)]
g(r, s) = 2M(r)M(s);

}
f(p, q) = a

2 [M3(p)M4(q) +M3(q)M4(p)]
g(r, s) = 1

2 [M3(r)M4(s) +M3(s)M4(r)] ;

}
f(p, q) = M1(p)M2(q) [L1(p) + L2(q)] +M1(q)M2(p) [L1(q) + L2(p)]
g(r, s) = M1(r)M2(s) +M1(s)M2(r),

}
where M,M1,M2,M3,M4 : J → C are multiplicative functions,
L,L1, L2 : J → C are logarithmic functions, and a is an arbitrary
nonzero complex constant.

The functional equation

f(pr, qs) + f(ps, qr) = g(r, s)h(p, q) + g(p, q)h(r, s) (17.115)

for all p, q, r, s ∈ J is a generalization of the functional equation (17.114).
The complex-valued solution f, g, h : J2 → C of the functional equation
(17.115) was determined by Riedel and Sahoo (1997) without any regu-
larity condition on the unknown functions.

The functional equations (17.110) and (17.111) can be simultaneously
generalized to

f1(pr, qs) + f2(ps, qr) = g1(r, s)h1(p, q) + g2(p, q)h2(r, s) (17.116)
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for all p, q, r, s ∈ I. The general solution this functional equation is not
known (see Kannappan and Sahoo (1997a)). Next we restate their open
problem. Find all functions f1, f2, g1, g2, h1, h2 : I2 → C satisfying the
functional equation (17.116) for all p, q, r, s ∈ I. To solve this equation
(17.116), one needs a series of functional equations which are the spe-
cializations of (17.116). These equations are the following:

f(pr, qs) + f(ps, qr) = 2 f(p, q) + 2 f(r, s), (17.117)

f1(pr, qs) + f2(ps, qr) = (r + s) f3(p, q) + (p+ q) f4(r, s), (17.118)

f1(pr, qs) + f2(ps, qr) = f3(p, q) f4(r, s), (17.119)

f1(pr, qs) + f2(ps, qr) = f3(p, q) + f4(r, s), (17.120)

f(pr, qs) + f(ps, qr) = g(r, s) f(p, q) + g(p, q) f(r, s), (17.121)

f(pr, qs) + f(ps, qr) = g(r, s)h(p, q) + g(p, q)h(r, s), (17.122)

f(pr, qs) + f(ps, qr) = g1(r, s)h1(p, q) + g2(p, q)h2(r, s), (17.123)

f(pr, qs)− f(ps, qr) = g1(r, s)h1(p, q) + g2(p, q)h2(r, s) (17.124)

for all p, q, r, s ∈ I. Solutions of these functional equations are unknown
when the domain of the functions is I2. In the previous works by Kan-
nappan, Sahoo and Chung (1993, 1994) and Riedel and Sahoo (1995,
1997), the process of obtaining the solutions of the functional equations
they studied depended heavily on the boundary point 1. Without this
point, the technique employed in finding the solution would not work.

17.6 Exercises

1. Without using Theorem 17.1, find all functions f : R2
+ → R that

satisfy the functional equation

f(pr, qs) + f(ps, qr) = (r + s)f(p, q) + (p+ q)f(r, s)

for all p, q, r, s ∈ R2
+.

2. Without using Lemma 17.3, find all functions f : R2
+ → R that satisfy

the functional equation

f(pr, qs) + f(ps, qr) = 2f(p, q) + 2f(r, s)

for all p, q, r, s ∈ R2
+.
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3. Find all functions f, g : R2
+ → R that satisfy the functional equation

f(pr, qs) + f(ps, qr) = g(r, s)f(p, q) + g(p, q)f(r, s)

for all p, q, r, s ∈ R2
+.

4. Find all functions f1, f2, g, h : R2
+ → R that satisfy the functional

equation

f1(pr, qs) + f2(ps, qr) = (r + s)g(p, q) + (p+ q)h(r, s)

for all p, q, r, s ∈ R2
+.

5. Find all functions f1, f2, g, h : R2
+ → R that satisfy the functional

equation
f1(pr, qs) + f2(ps, qr) = g(p, q)h(r, s)

for all p, q, r, s ∈ R2
+.

6. Find all functions f, g, h : R2
+ → R that satisfy the functional equation

f(pr, qs) + f(ps, qr) = g(r, s)h(p, q) + g(p, q)h(r, s)

for all p, q, r, s ∈ R2
+.

7. Find all functions f, g, h : R2
+ → R that satisfy the functional equation

f(pr, qs)− f(ps, qr) = g(r, s)h(p, q) + g(p, q)h(r, s)

for all p, q, r, s ∈ R2
+.

8. Find all functions f1, f2, g, h : R2
+ → R that satisfy the functional

equation
f1(pr, qs) + f2(ps, qr) = g(p, q)h(r, s)

for all p, q, r, s ∈ R2
+.

9. Find all functions f1, f2, g, h : R2
+ → R that satisfy the functional

equation
f1(pr, qs) + f2(ps, qr) = g(p, q) + h(r, s)

for all p, q, r, s ∈ R2
+.

10. Find all functions f1, f2, g1, g2, h1, h2 : R2
+ → R that satisfy the

functional equation

f1(pr, qs) + f2(ps, qr) = g1(r, s)h1(p, q) + g2(p, q)h2(r, s)

for all p, q, r, s ∈ R2
+.





Chapter 18

Stability of Additive Cauchy
Equation

18.1 Introduction

A certain formula or equation is applicable to model a physical pro-
cess if a small change in the formula or equation gives rise to a small
change in the corresponding result. When this happens, we say the for-
mula or equation is stable. In an application, a functional equation such
as the additive Cauchy functional equation f(x + y) − f(x) − f(y) = 0
may not be true for all x, y ∈ R but it may be true approximately, that
is,

f(x+ y)− f(x)− f(y) ≈ 0

for all x, y ∈ R. This can be stated mathematically as

|f(x+ y)− f(x)− f(y)| ≤ ε (18.1)

for some small positive ε and for all x, y ∈ R. We would such as to
know when small changes in a particular equation like additive Cauchy
functional equation have only small effects on its solutions. This is the
essence of the stability theory.

In 1940, S.M. Ulam (see Ulam (1960)) asked the following question:
Given a group G, a metric group H with metric d(·, ·) and a positive
number ε, does there exist a δ > 0 such that if f : G→ H satisfies

d(f(xy), f(x)f(y)) ≤ δ

for all x, y ∈ G, then a homomorphism φ : G→ H exists with

d(f(x), φ(x)) ≤ ε

for all x ∈ G? These kinds of questions form the material of the stability
theory. For Banach spaces, the above problem was solved by D.H. Hyers
(1941) with δ = ε and

φ(x) = lim
n→∞

f(2nx)
2n

.

293
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In 1968, S.M. Ulam proposed the following general problem: When is
it true that by changing a little in the hypotheses of a theorem one can
still assert that the thesis of the theorem remains true or approximately
true? According to Gruber (1978), this kind of stability problem is of
particular interest in probability theory.

In this chapter, we present Hyers’ result along with a theorem due
to Th.M. Rassias that generalizes the result of Hyers. We also point out
some other generalizations related to the stability of the additive Cauchy
equation.

18.2 Cauchy Sequence and Geometric Series

In this section, we briefly review Cauchy sequence and the sum of
a geometric series. The notion of Cauchy sequence and the sum of a
geometric series will be used in the proof of Hyers’ theorem.

Definition 18.1. A sequence {xn} of real numbers is said to be a
Cauchy sequence if for every ε > 0 there exists a natural number N
such that for all natural numbers n,m ≥ N, the terms xn and xm satisfy

|xn − xm| < ε.

The proof of the following theorem can be found in any elementary
book on real analysis.

Theorem 18.1. A sequence of real numbers is convergent if and only
if it is a Cauchy sequence.

Example 18.1. The following are Cauchy sequences:

(a)
{
n+1
n

}∞
n=1

,

(b)
{

1 + 1
2! + 1

3! + · · ·+ 1
n!

}∞
n=1

.

Example 18.2. The following are not Cauchy sequences:

(a) {(−1)n}∞n=1 ,

(b)
{
n+ (−1)n

n

}∞
n=1

.

Now we consider the sum of a geometric series.
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Theorem 18.2. Let r ∈ [0, 1). Then

Sn = 1 + r + r2 + · · ·+ rn−1 =
1− rn

1− r

and

S = 1 + r + r2 + · · ·+ rn + · · · = 1
1− r

.

Further

Sn =
n−1∑
k=0

rk <

∞∑
k=0

rk = S.

Proof. To prove the first equality write

Sn = 1 + r + r2 + · · ·+ rn−1. (18.2)

Then
rSn = r + r2 + · · ·+ rn. (18.3)

Subtract (18.3) from (18.2) to obtain

Sn − rSn = 1− rn. (18.4)

Hence

Sn =
1− rn

1− r
. (18.5)

Note that
S = lim

n→∞
Sn = 1 + r + r2 + · · ·+ rn + · · · .

Therefore

S = lim
n→∞

Sn = lim
n→∞

1− rn

1− r
=

1
1− r

since r ∈ [0, 1). We leave the proof of the last inequality to the reader.

18.3 Hyers’ Theorem

Hyers (1941) obtained the first important result on stability theory
that stemmed from Ulam’s problem. We present the original theorem of
Hyers in the following theorem.
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Theorem 18.3. If f : R→ R is a real function satisfying

|f(x+ y)− f(x)− f(y)| ≤ δ

for some δ > 0 and for all x, y ∈ R, then there exists a unique additive
function A : R→ R such that

|f(x)−A(x)| ≤ δ

for all x ∈ R.

Proof. Let f : R→ R be a real function such that

|f(x+ y)− f(x)− f(y)| ≤ δ (18.6)

for all x, y ∈ R and for some δ > 0. To establish this theorem we have
to show that

(i)
{
f(2nx)

2n

}∞
n=1

is a Cauchy sequence for every fixed x ∈ R;

(ii) if

A(x) = lim
n→∞

f(2nx)
2n

,

then A is additive on R;

(iii) further A satisfies
|f(x)−A(x)| ≤ δ

for x ∈ R;

(iv) A is unique.

Letting y = x in (18.6), we have

|f(2x)− 2f(x)| ≤ δ (18.7)

for all x ∈ R. Replacing x by 2k−1x (where k is a positive integer greater
than or equal to 1), we obtain

|f(2kx)− 2f(2k−1x)| ≤ δ

for all x ∈ R and k = 1, 2, . . . , n, where n ∈ N. Multiplying both sides of
the above inequality by 1

2k
and adding the resulting n inequalities, we

have
n∑
k=1

1
2k
|f(2kx)− 2f(2k−1x)| ≤

n∑
k=1

1
2k
δ (18.8)
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which yields

n∑
k=1

1
2k
|f(2kx)− 2f(2k−1x)| ≤ δ

(
1− 1

2n

)
. (18.9)

Using the triangle inequality

|a+ b| ≤ |a|+ |b|

in (18.9), we obtain∣∣∣∣ 1
2n
f(2nx)− f(x)

∣∣∣∣ ≤ δ(1− 1
2n

)
(18.10)

for all x ∈ R and n ∈ N. Using induction it can be easily shown that
(18.10) holds for all positive integers n ∈ N.

Now if n > m > 0, then n −m is a natural number, and n can be
replaced by n−m in (18.10) to obtain∣∣∣∣f(2n−mx)

2n−m
− f(x)

∣∣∣∣ ≤ δ(1− 1
2n−m

)
.

Multiplying both sides by 1
2m and simplifying, we get∣∣∣∣f(2n−mx)

2n
− f(x)

2m

∣∣∣∣ ≤ δ( 1
2m
− 1

2n

)
for all x ∈ R. Now we replace x by 2mx to have∣∣∣∣f(2nx)

2n
− f(2mx)

2m

∣∣∣∣ ≤ δ( 1
2m
− 1

2n

)
.

If m→∞, then (
1

2m
− 1

2n

)
→ 0

and therefore

lim
m→∞

∣∣∣∣f(2nx)
2n

− f(2mx)
2m

∣∣∣∣ = 0.

Hence {
f(2nx)

2n

}∞
n=1

is a Cauchy sequence in R. Hence the limit of this sequence exists. Define
A : R→ R by

A(x) := lim
n→∞

f(2nx)
2n

. (18.11)
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Now we show that A : R→ R defined by (18.11) is additive.

Consider

|A(x+ y)−A(x)−A(y)| =
∣∣∣∣ lim
n→∞

{
f(2n(x+ y))

2n
− f(2nx)

2n
− f(2ny)

2n

}∣∣∣∣
=
∣∣∣∣ lim
n→∞

1
2n
{f(2n(x+ y))− f(2nx)− f(2ny)}

∣∣∣∣
= lim
n→∞

1
2n
|f(2nx+ 2ny)− f(2nx)− f(2ny)|

≤ lim
n→∞

δ

2n
(by (18.2))

= 0.

Therefore
A(x+ y) = A(x) +A(y)

for all x, y ∈ R.

Our next goal is to show that

|A(x)− f(x)| ≤ δ.

Thus consider

|A(x)− f(x)| =
∣∣∣∣ lim
n→∞

f(2nx)
2n

− f(x)
∣∣∣∣

= lim
n→∞

∣∣∣∣f(2nx)
2n

− f(x)
∣∣∣∣

≤ lim
n→∞

δ

(
1− 1

2n

)
(by (18.10))

= δ.

Hence we obtain
|A(x)− f(x)| ≤ δ

for all x ∈ R.

Finally we prove that A is unique. Suppose A is not unique, then
there exists another additive function B : R→ R such that

|B(x)− f(x)| ≤ δ (18.12)

for all x ∈ R. Note that

|B(x)−A(x)| = |B(x)− f(x) + f(x)−A(x)|
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≤ |B(x)− f(x)|+ |f(x)−A(x)|
= δ + δ.

Therefore
|B(x)−A(x)| ≤ 2δ. (18.13)

Further, since A and B are additive, we have

|A(x)−B(x)| =
∣∣∣∣nA(x)

n
− nB(x)

n

∣∣∣∣
=
∣∣∣∣A(nx)

n
− B(nx)

n

∣∣∣∣
=

1
n
|A(nx)−B(nx)|

≤ 2δ
n
,

where n ∈ N.
Hence

|A(x)−B(x)| ≤ 2δ
n
.

Taking the limit on both sides, we get

lim
n→∞

|A(x)−B(x)| ≤ lim
n→∞

2δ
n

which is
|A(x)−B(x)| ≤ 0.

Hence
A(x) = B(x) ∀ x ∈ R.

Therefore the additive map A is unique and the proof of the theorem is
now complete.

Remark 18.1. In general the proof of Theorem 18.3 works for functions
f : E1 → E2 where E1 and E2 are Banach spaces.

This pioneer result of D. H. Hyers can be expressed in the following
way: Cauchy functional equation f(x+y) = f(x)+f(y) is stable for any
pair of Banach spaces. The function (x, y) 7→ f(x + y) − f(x) − f(y) is
called the Cauchy difference of the function f . Functions with a bounded
Cauchy difference are called approximately additive (or ε-additive if the
Cauchy difference is bounded by the constant ε). The sequence

{
f(2nx)

2n

}
is called the Hyers-Ulam sequence.

Remark 18.2. Any result similar to Theorem 18.3 is known as the
Hyers-Ulam stability of the corresponding functional equation.
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18.4 Generalizations of Hyers’ Theorem

It is possible to prove a stability result similar to Hyers (that is,
Theorem 18.3) for functions that do not have bounded Cauchy difference.
Aoki (1950) first proved such a result for additive function. Then Rassias
(1978) proved such a result for linear mappings on Banach spaces. In
the following theorem, we present Rassias’ result that generated a lot of
activities in the stability theory of functional equations.

Theorem 18.4. If f : R→ R is a real map satisfying

|f(x+ y)− f(x)− f(y)| ≤ δ(|x|p + |y|p)

for some δ > 0, p ∈ [0, 1) and for all x, y ∈ R, then there exists a unique
additive function A : R→ R such that

|f(x)−A(x)| ≤ 2δ
2− 2p

|x|p

for all x ∈ R.

Proof. Let f : R→ R be a real function satisfying

|f(x+ y)− f(x)− f(y)| ≤ δ(|x|p + |y|p) (18.14)

for all x, y ∈ R and for some δ > 0 and p ∈ [0, 1). Letting y = x in
(18.14), we get

|f(2x)− 2f(x)| ≤ 2δ|x|p (18.15)

for all x ∈ R. We replace x by 2k−1x (for k ∈ N and k ≥ 1), and we
obtain

|f(2kx)− 2f(2k−1x)| ≤ 2kp−p+1δ|x|p.
Multiplying both sides of the above inequality by 1

2k
and then adding

the resulting n inequalities, we get
n∑
k=1

1
2k
|f(2kx)− 2f(2k−1x)| ≤ δ|x|p

n∑
k=1

2kp−p+1

2k
.

Using the triangle inequality

|a+ b| ≤ |a|+ |b|

and simplifying the left side of the inequality, we get∣∣∣∣ 1
2n
f(2nx)− f(x)

∣∣∣∣ ≤ δ|x|p n∑
k=1

2k(p−1) · 21−p. (18.16)
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Since
n∑
k=1

2k(p−1) ≤
∞∑
k=1

2k(p−1),

the inequality (18.16) yields∣∣∣∣ 1
2n
f(2nx)− f(x)

∣∣∣∣ ≤ δ|x|p21−p
∞∑
k=1

2k(p−1)

which is ∣∣∣∣ 1
2n
f(2nx)− f(x)

∣∣∣∣ ≤ 2δ
2− 2p

|x|p (18.17)

for all x ∈ R. By induction it can be shown that (18.17) is valid for all
natural numbers. If m > n > 0, then m − n is a natural number and
replacing n by m− n in (18.17), we get∣∣∣∣ 1

2m−n
f(2m−nx)− f(x)

∣∣∣∣ ≤ 2δ
2− 2p

|x|p (18.18)

which is ∣∣∣∣ 1
2m

f(2m−nx)− 1
2n
f(x)

∣∣∣∣ ≤ 1
2n

(
2δ

2− 2p

)
|x|p, (18.19)

for all x ∈ R. Replacing x by 2nx in (18.19), we obtain∣∣∣∣ 1
2m

f(2mx)− 1
2n
f(2nx)

∣∣∣∣ ≤ ( 2δ
2− 2p

)
2np

2n
|x|p. (18.20)

Since 0 ≤ p < 1,
lim
n→∞

2n(p−1) = 0,

and hence from (18.20), we obtain

lim
n→∞

∣∣∣∣ 1
2m

f(2mx)− 1
2n
f(2nx)

∣∣∣∣ = 0.

Therefore {
f(2nx)

2n

}∞
n=1

is a Cauchy sequence. This Cauchy sequence has a limit in R. We define

A(x) = lim
n→∞

f(2nx)
2n

(18.21)

for x ∈ R. First we show that A : R→ R is additive.
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Consider

|A(x+ y)−A(x)−A(y)| = lim
n→∞

1
2n
|f(2nx+ 2ny)− f(2nx)− f(2ny)|

≤ lim
n→∞

δ(|x|p + |y|p)2np

2n
(by (18.20))

= 0

since p ∈ [0, 1).

Hence
A(x+ y) = A(x) +A(y)

for all x, y ∈ R. Next, we consider

|A(x)− f(x)| =
∣∣∣∣ lim
n→∞

f(2nx)
2n

− f(x)
∣∣∣∣

= lim
n→∞

∣∣∣∣f(2nx)
2n

− f(x)
∣∣∣∣

≤ lim
n→∞

2δ
2− 2p

|x|p.

Hence, we get

|A(x)− f(x)| ≤ 2δ
2− 2p

|x|p

for all x ∈ R.

Next, we show A is unique. Suppose A is not unique. Then there
exists another additive function B : R→ R such that

|B(x)− f(x)| ≤ 2δ
2− 2p

|x|p.

Hence

|B(x)−A(x)| ≤ |B(x)− f(x)|+ |A(x)− f(x)|

≤ 2δ
2− 2p

|x|p +
2δ

2− 2p
|x|p

=
4δ

2− 2p
|x|p.

Further, since A and B are additive, we have

|A(x)−B(x)| = 1
n
|A(nx)−B(nx)|

≤ 1
n

4δ
2− 2p

|x|p. (18.22)
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Hence taking the limit as n→∞, we get from (18.22)

lim
n→∞

|A(x)−B(x)| ≤ lim
n→∞

1
n

4δ
2− 2p

|x|p.

Hence
|A(x)−B(x)| ≤ 0.

Therefore A(x) = B(x) for all x ∈ R. Hence A is unique. This completes
the proof of the theorem.

Remark 18.3. If p = 0, then Theorem 18.4 implies Theorem 18.3.

Remark 18.4. Theorem 18.4 holds for all p ∈ R\{1}. Gajda (1991)
gave an example to show that Theorem 18.4 fails if p = 1. Gajda suc-
ceeded in constructing an example of a bounded continuous function
g : R→ R satisfying

|g(x+ y)− g(x)− g(y)| ≤ |x|+ |y|

for any x, y ∈ R, with

lim
x→0

g(x)
x

=∞.

Gajda’s function g behaves badly near 0.

The function g which Gajda (1991) constructed is the following. For
a fixed θ > 0, let g : R→ R be defined by

g(x) =
∞∑
n=0

2−nφ(2nx), x ∈ R,

where the function φ : R→ R is given by

φ(x) =


1
6 θ if 1 ≤ x <∞
1
6 θ x if −1 < x < 1
− 1

6 θ if −∞ < x ≤ −1.
(18.23)

This construction shows that Theorem 18.4 is false for p = 1, as we see
in the following theorem.

Theorem 18.5. The function g defined above satisfies the inequality

|g(x+ y)− g(x)− g(y)| ≤ θ (|x|+ |y|)

for all x, y ∈ R. But there is no constant δ ∈ [0,∞) and no additive
function A : R→ R satisfying the inequality

|f(x)−A(x)| ≤ δ |x|

for all x ∈ R.
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Rassias and Šemrl (1992) has also constructed a continuous function
f satisfying

|f(x+ y)− f(x)− f(y)| ≤ |x|+ |y|

for any x, y ∈ R, with

lim
x→∞

f(x)
x

=∞.

It follows that the set {
|f(x)−A(x)|

|x|
: x 6= 0

}
is unbounded for any linear mapping A : R → R defined by A(x) = ax
for a given a ∈ R. In other words, an analogue of Theorem 18.4 cannot
be obtained.

The following theorem is due to Rassias and Šemrl (1992).

Theorem 18.6. There exists a continuous function f : R→ R satisfying

|f(x+ y)− f(x)− f(y)| ≤ |x|+ |y| (18.24)

for any x, y ∈ R, with

lim
x→∞

f(x)
x

=∞.

Proof. The function f defined by

f(x) =

{
x log2(x+ 1) if x ≥ 0
x log2 |x− 1| if x < 0

(18.25)

satisfies the condition

lim
x→∞

f(x)
x

=∞.

Further, it can be verified that f is continuous, odd and convex on R.

Let x, y be any two positive real numbers. Since f is convex, it follows
that

|f(x+ y)− f(x)− f(y)| ≤ f(x+ y)− 2f
(
x+ y

2

)
. (18.26)

From (18.26) and (18.25), we get

|f(x+ y)− f(x)− f(y)| ≤ (x+ y) log2

(
x+ y + 1
x+y

2 + 1

)
. (18.27)
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Since

0 < log2

(
x+ y + 1
x+y

2 + 1

)
≤ 1

from the inequality (18.27), we see that

|f(x+ y)− f(x)− f(y)| ≤ x+ y (18.28)

which is the inequality (18.24). Since f is an odd function, the inequality
(18.24) holds for x < 0 and y < 0 as well. It remains to consider the case
when x > 0 and y < 0. There is no loss of generality in assuming that
|x| > |y| holds. Because f is odd and convex on the set R+, we have

|f(x+y)−f(x)−f(y)| = −f(x+y)+f(x)+f(y) = f(x)−f(x+y)−f(−y).

But x+y and −y are positive real numbers. Thus, the previous argument
completes the proof.

Remark 18.5. Any result similar to Theorem 18.4 is known as the
Hyers-Ulam-Rassias stability of the corresponding functional equation.

18.5 Concluding Remarks

In many areas of mathematics one can ask the following question:
When is it true that a mathematical object satisfying a certain property
approximately must be close to an object satisfying the property exactly.
In functional equations, one can ask when the solutions of a functional
equation differing slightly from a given one must be close to the solution
of a given equation. The stability theory for functional equation was
initiated by a problem of S. M. Ulam in 1940 (see Ulam (1960)).

Hyers (1941) proved that if X and Y are Banach spaces and f is a
function mapping X into Y satisfying ||f(x+ y)− f(x)− f(y)|| ≤ ε for
some ε > 0 and for all x, y ∈ X, then there exists a unique additive
map A : X → Y such that ||f(x)− A(x)|| ≤ ε for all x ∈ X. Moreover,
if f(tx) is continuous in t for each fixed x ∈ X, then A is linear. To
prove this result, Hyers constructed the additive map A explicitly from
the given function f . His method is called a direct method and has been
widely used for studying stability of many functional equations.

The inequality ||f(x+y)−f(x)−f(y)|| ≤ ε can be stated differently
as the Cauchy difference of the function f is bounded. Aoki (1950) and
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also independently Rassias (1978) proved a generalized version of Hyers’
theorem where the Cauchy difference was allowed to be unbounded. Both
the proofs exploited the direct method of Hyers. Rassias (1978) proved
the following theorem.

Theorem 18.7. If a function f : X → Y between two Banach spaces
satisfies the inequality

||f(x+ y)− f(x)− f(y)|| ≤ ε (||x||p + ||y||p) (18.29)

for some ε ≥ 0, 0 ≤ p < 1, and for all x, y ∈ X, then there exists a
unique additive function A : X → Y such that

||f(x)−A(x)|| ≤ 2ε
2− 2p

||x||p

for any x ∈ X. Moreover, if f(tx) is continuous in t for each fixed x ∈ X,
then A is linear.

We would like to point out that Aoki (1950) did not prove the last
part of the above theorem; that is, if f(tx) is continuous in t for each
fixed x ∈ X then A is linear, but he did prove the first part of the
theorem.

Works of Aoki (1950) and Rassias (1978) have been generalized by
many mathematicians by weakening the condition (18.29) for the Cauchy
difference. A generalization of Theorems 18.3 and 18.4 can be initiated
by considering the following inequality

|f(x+ y)− f(x)− f(y)| ≤ φ(x, y)

where φ : X2 → R+, where X is a Banach space.

It seems that D.G. Bourgin in 1951 was the first to consider this
inequality and stated without proof that if φ depends on |x| and |y|; is
monotonic, nondecreasing and symmetric in |x| and |y|; and moreover
the series

1
2

∞∑
k=0

(
1
2

)k
φ(2kx, 2ky)

converges for each x ∈ R, then

|f(x)−A(x)| ≤ ψ(x),

where

ψ(x) =
1
2

∞∑
k=0

(
1
2

)k
φ(2kx, 2kx).

Forti (1980) and independently also Z. Kominek obtained the follow-
ing result.
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Theorem 18.8. Suppose (X,+) is a commutative semigroup and E is
a Banach space. If the functions f : X → E and φ : X2 → R+ satisfy
the inequality

|f(x+ y)− f(x)− f(y)| ≤ φ(x, y)

and for all x, y ∈ X
∞∑
k=0

(
1
2

)k
φ(2kx, 2kx) <∞

and

lim
n→∞

(
1
2

)n
φ(2nx, 2ny) = 0,

then there exists a unique additive function A : X → E such that

|f(x)−A(x)| ≤ 1
2

∞∑
k=0

(
1
2

)k
φ(2kx, 2kx)

for every x ∈ X.

The following theorem due to Gǎvruta (1994) generalizes Theorem
18.8 due to Forti and Kominek. We state the theorem without a proof.

Theorem 18.9. Let G and E be an abelian group and a Banach space,
respectively. Let φ : G×G→ [0,∞) be a function satisfying

Φ(x, y) =
∞∑
k=1

2−(k+1)φ(2kx, 2ky) <∞

for all x, y ∈ G. If a function f : G→ E satisfies the inequality

||f(x+ y)− f(x)− f(y)|| ≤ φ(x, y)

for any x, y ∈ G, then there exists a unique additive function A : G→ E
such that

||f(x)−A(x)|| ≤ Φ(x, x)

for all x ∈ G. If moreover f(tx) is continuous in t for fixed x ∈ G, then
A is linear.

The stability of additive Cauchy functional equation with special
control function ϕ occurring in the inequality

||f(x+ y)− f(x)− f(y)|| ≤ φ(x, y)

has been studied by Ger (1992). Among other results he proved the
following interesting result.
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Theorem 18.10. Let X be a real Banach space and let Y be a real
normed linear space. Suppose that ϕ : X → R is a nonnegative subaddi-
tive functional on X and f : X → Y is a mapping such that

||f(x+ y)− f(x)− f(y)|| ≤ ϕ(x) + ϕ(y)− ϕ(x+ y)

holds true for all x, y ∈ X. If, moreover, f and ϕ have a common conti-
nuity point or if the function X 3 x→ ||f(x)||+ ϕ(x) is bounded above
on a second category Baire set, then there exists a nonnegative constant
c such that

||f(x)|| ≤ c ||x||+ ϕ(x), x ∈ X.

The following result of this kind was proved by Šemrl (1994).

Theorem 18.11. Let δ > 0 and assume that a continuous mapping
f : R→ R satisfies∣∣∣∣∣f

(
m∑
n=1

xn

)
−

m∑
n=1

f(xn)

∣∣∣∣∣ ≤ δ
m∑
n=1

|xn|, x1, x2, ..., xm ∈ R

for all m ∈ N. Then there exists an additive mapping A : R → R such
that

|f(x)−A(x)| ≤ δ |x|, x ∈ R.

Recently, Arriola and Beyer (2005) studied the Hyers-Ulam stability
of the Cauchy functional equation f(x + y) = f(x) + f(y) on a non-
Archimedean field, namely, the p-adic field numbers Qp. The Hyers-
Ulam-Rassias type stability of Cauchy functional equation was studied
by Moslehian and Rassias (2007) in a complete non-Archimedean normed
space.

The domain of the function f in Theorem 18.3 (that is, Hyers’ the-
orem) or its generalizations we have discussed so far is a normed space,
a Banach space or, in general, an abelian group. Let G be an arbitrary
group and E be a Banach space. Let B(G,E) denote the space of all
bounded functions f : G→ E. The Hyers-Ulam stability of the Cauchy
functional equation can be restated as follows. The Cauchy functional
equation is said to be stable for the pair (G,E) if for any f : G → E
satisfying

‖f(xy)− f(x)− f(y)‖ ≤ δ ∀x, y ∈ G

(for some δ ≥ 0), there is a solution a : G→ E of the Cauchy functional
equation a(xy) = a(x) + a(y) such that f − a ∈ B(G,E).

Let G be a group and E and B be any two arbitrary Banach spaces
over reals. Forti (1987) proved that the Cauchy functional equation is
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stable for the pair (G,E) if and only if it is stable for the pair (G,B).
In view of this result it is not important which Banach space is used on
the range. Thus one may consider the stability of the Cauchy functional
equation on the pair (G,R) or (G,C). In 1985, Székelyhidi (see Forti
(1987) and Székelyhidi (1988)) replaced the original proof given by Hyers
with a new one based on the use of invariant means. He proved the
following theorem.

Theorem 18.12. Let G be a left amenable semigroup and M be a left
invariant mean on the space of all bounded complex valued functions
defined on G. Let f : G→ C be a mapping satisfying

||f(xy)− f(x)− f(y)|| ≤ ε

for all x, y ∈ G. Then the map φ : G→ C defined by

φ(x) = My

(
f(xy)− f(y)

)
for any x in the semigroup G is a unique homomorphism for which

||f(x)− φ(x)|| ≤ ε

holds for all x ∈ G.

This is the first result of its kind on non-abelian groups (or semi-
groups). Faiziev (1993) proved that if E = B(T ), a Banach space of all
bounded complex functions on the nonempty set T , then the Cauchy
functional equation is stable of the pair (G,E) for every solvable group
G. Faiziev, Rassias and Sahoo (2002) studied the (ψ, γ)-stability of the
Cauchy functional equation on non-abelian groups such as metabelian
groups. They also proved that any group can be embedded into a group
G where the Cauchy functional equation is ψ, γ)-stable, and the Cauchy
functional equation is ψ, γ)-stable on metabelian groups.

For more on the stability of additive Cauchy functional equation the
interested reader is referred to the survey papers of Forti (1995) and
Rassias (2000), and the books of Hyers, Isac and Rassias (1998) and
Jung (2001).

18.6 Exercises

1. Suppose for some δ > 0 the continuous function f : R → R satisfies
the inequality |f(x+ y)− f(x)− f(y)| ≤ δ for any x, y ∈ R. Prove that
f can be represented as the sum of a linear function and a function not
exceeding δ in absolute value.
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2. Show that if f : R→ R satisfies

|f(x+ y) + f(z)− f(x)− f(y + z)| ≤ δ

for some positive δ and for all x, y, z ∈ R, then there exists a unique
solution a : R→ R of the functional equation a(x+ y) = a(x) + a(y) for
all x, y ∈ R such that

|f(x)− a(x)− f(0)| ≤ δ

for all x ∈ R.

3. Show that if f : R→ R satisfies

|f(x+ y) + f(x− y)− 2f(x)| ≤ δ

for some positive δ and for all x, y ∈ R, then there exists a unique
solution a : R→ R of the functional equation a(x+ y) = a(x) + a(y) for
all x, y ∈ R such that

|f(x)− a(x)− f(0)| ≤ 2δ

for all x ∈ R.

4. Show that if f : R→ R satisfies

|f(x+ y)− f(x− y)− 2f(y)| ≤ δ

for some positive δ and for all x, y ∈ R, then there exists a unique
solution a : R→ R of the functional equation a(x+ y) = a(x) + a(y) for
all x, y ∈ R such that

|f(x)− a(x)| ≤ 3
2
δ

for all x ∈ R.

5. Show that if f, g : R→ R satisfies

|f(x+ y)− f(x− y)− 2g(y)| ≤ δ

for some positive δ and for all x, y ∈ R, then there exists a unique
solution a : R→ R of the functional equation a(x+ y) = a(x) + a(y) for
all x, y ∈ R such that

|f(x)− a(x)− f(0)| ≤ 6δ,
|g(x)− a(x)− g(0)| ≤ 2δ

for all x ∈ R.
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6. Show that if f, g, h : R→ R satisfies

|f(x+ y) + g(x− y)− h(x)| ≤ δ

for some positive δ and for all x, y ∈ R, then there exists a unique
solution a : R→ R of the functional equation a(x+ y) = a(x) + a(y) for
all x, y ∈ R and constants α and β such that

|f(x)− a(x)− α| ≤ 5δ,
|g(x)− a(x)− β| ≤ 5δ,
|h(x)− a(x)− α− β| ≤ 11δ

for all x ∈ R.

7. Show that if f, g, h : R→ R satisfies

|f(x+ y)− g(x)− h(y)| ≤ δ

for some positive δ and for all x, y ∈ R, then there exists a unique
solution a : R→ R of the functional equation a(x+ y) = a(x) + a(y) for
all x, y ∈ R such that

|f(x)− a(x)− g(0)− h(0)| ≤ 3δ,
|g(x)− a(x)− g(0)| ≤ 4δ,
|h(x)− a(x)− h(0)| ≤ 4δ

for all x ∈ R.

8. Show that if f, g, h : R→ R satisfies

|f(x+ y)− g(x)− h(y)| ≤ θ (|x|p + |y|p)

for some positive δ, p ∈ [0, 1) and for all x, y ∈ R, then there exists
a unique solution a : R → R of the functional equation a(x + y) =
a(x) + a(y) for all x, y ∈ R such that

|f(x)− a(x)− g(0)− h(0)| ≤ 4
2− 2p

θ |x|p,

|g(x)− a(x)− g(0)| ≤ 6− 2p

2− 2p
θ |x|p,

|h(x)− a(x)− h(0)| ≤ 6− 2p

2− 2p
θ |x|p

for all x ∈ R.

9. Show that if f : R→ R satisfies

|f(x+ y)− f(x)− f(y)− xy| ≤ θ (|x|p + |y|p)
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for some positive δ, p ∈ [0, 1) and for all x, y ∈ R, then there exists
a unique solution a : R → R of the functional equation a(x + y) =
a(x) + a(y) for all x, y ∈ R such that∣∣∣∣f(x)− a(x)− 1

2
x2

∣∣∣∣ ≤ 2
2− 2p

θ |x|p

for all x ∈ R.

10. If the functions f : R→ R and φ : R2 → R+ satisfy the inequality

|f(x+ y)− f(x)− f(y)| ≤ φ(x, y)

for all x, y ∈ R with

∞∑
k=0

(
1
2

)k
φ(2kx, 2kx) <∞

and

lim
n→∞

(
1
2

)n
φ(2nx, 2ny) = 0,

then show that there exists a unique additive function A : R → R such
that

|f(x)−A(x)| ≤ 1
2

∞∑
k=0

(
1
2

)k
φ(2kx, 2kx)

for every x ∈ R.

11. Let φ : R2 → R+ be a function satisfying

Φ(x, y) :=
∞∑
k=1

2−(k+1)φ(2kx, 2ky) <∞

for all x, y ∈ R. If a function f : R→ R satisfies the inequality

|f(x+ y)− f(x)− f(y)| ≤ φ(x, y)

for any x, y ∈ R, then show that there exists a unique additive function
A : R→ R such that

|f(x)−A(x)| ≤ Φ(x, x)

for all x ∈ R.



Chapter 19

Stability of Exponential Cauchy
Equations

19.1 Introduction

Professor Eugene Lukacs (1906–1987) posed the following problem:
Does the exponential equation

f(x+ y) = f(x)f(y) ∀x, y ∈ R (19.1)

have an analogous stability theorem, whereby f is approximated by an
exponential function? Baker, Lawrence and Zorzitto (1979) examined
the stability of the exponential equation to provide an answer to the
problem asked by Lukacs.

The goal of this chapter is to introduce the notion of superstability of
functional equations and to examine the superstability of the exponen-
tial Cauchy functional equation, the multiplicative Cauchy functional
equation, and a functional equation connected with the Reynolds oper-
ator. In this chapter, the Ger type stability of the exponential equation
is also examined.

19.2 Stability of Exponential Equation

In this section, first we examine the stability of the exponential
Cauchy functional equation (19.1). The original proof of Baker, Lawrence
and Zorzitto (1979) was greatly simplified by Baker (1980). Here we
present the proof given by Baker to the following theorem regarding the
stability of the exponential Cauchy functional equation (19.1).

Theorem 19.1. Let f : R→ R be a real function satisfying

|f(x+ y)− f(x)f(y)| ≤ δ (19.2)

313



314 Introduction to Functional Equations

for all x, y ∈ R and some δ > 0. Then either

|f(x)| ≤ 1 +
√

1 + 4δ
2

(19.3)

or
f(x) = E(x), (19.4)

where E : R→ R is an exponential function.

Proof. Letting

ε =
1 +
√

1 + 4δ
2

, (19.5)

we note that 2ε = 1 +
√

1 + 4δ which can be written as

(2ε− 1)2 = 1 + 4δ.

Therefore, from the last equation after solving for δ, we obtain

ε2 − ε = δ. (19.6)

Since δ > 0, by (19.6), we have

ε(ε− 1) > 0.

Hence
ε > 0 and ε > 1,

or
ε < 0 and ε < 1.

Since by (19.5) ε > 0, therefore we have ε > 1.

Suppose f does not satisfy the inequality

|f(x)| ≤ 1 +
√

1 + 4δ
2

= ε.

Then there exists a ∈ R such that |f(a)| > ε, say,

|f(a)| = ε+ p

for some p > 0. Note that

|f(2a)| = |f(a)2 − {f(a)2 − f(2a)}|
≥ |f(a)2| − |f(a)2 − f(2a)|
≥ |f(a)2| − δ (by (19.2))

= (ε+ p)2 − δ
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= (ε+ p)2 − ε2 + ε (by (19.6))

= 2pε+ p2 + ε

= (ε+ 2p) + 2p(ε− 1) + p2

> ε+ 2p,

since ε > 1 and p > 0. Hence, we get

|f(2a)| > ε+ 2p. (19.7)

Next consider

|f(22a)| = |f(2a)2 − [f(2a)2 − f(22a)]|
≥ |f(2a)|2 − |f(2a)2 − f(22a)|
≥ |f(2a)|2 − δ
> (ε+ 2p)2 − (ε2 − ε)
= ε2 + 4pε+ 4p2 − ε2 + ε

= ε+ 4pε+ 4p2

= ε+ 3p+ 4p2 + 4p
(
ε− 3

4

)
> ε+ (2 + 1)p,

since ε > 1 and p > 0. Similarly

|f(23a)| = |f(22a)2 − [f(22a)− f(23a)]|
≥ |f(22a)2| − |f(22a)− f(23a)|
≥ |f(22a)|2 − δ
> (ε+ 3p)2 − (ε2 − ε)

= ε+ (3 + 1)p+ 6p
(
ε− 2

3

)
+ 9p2

> ε+ (3 + 1)p.

Hence, by induction, one can obtain

|f(2na)| > ε+ (n+ 1)p (19.8)

for all positive integers n ∈ N.

Now for every x, y, z ∈ R, we have

|f(x+ y + z)− f(x+ y)f(z)| ≤ δ (19.9)
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and
|f(x+ y + z)− f(x)f(y + z)| ≤ δ. (19.10)

Hence (19.9) and (19.10) yield

|f(x+ y)f(z)− f(x)f(y + z)| ≤ 2δ

by triangle inequality. Therefore

|f(x+ y)f(z)− f(x)f(y)f(z)|
≤ |f(x+ y)f(z)− f(x)f(y + z)|+ |f(x)f(y + z)− f(x)f(y)f(z)|
≤ 2δ + |f(x)| |f(y + z)− f(y)f(z)|
≤ 2δ + |f(x)|δ

or
|f(x+ y)− f(x)f(y)| · |f(z)| ≤ 2δ + |f(x)|δ (19.11)

for all x, y, z ∈ R. Letting z = 2na, we obtain

|f(x+ y)− f(x)f(y)| ≤ 2δ + |f(x)|δ
f(2na)

(19.12)

that is (by (19.8))

|f(x+ y)− f(x)f(y)| ≤ δ[2 + |f(x)|]
ε+ (n+ 1)p

. (19.13)

Letting n→∞ in (19.13), we obtain

|f(x+ y)− f(x)f(y)| ≤ 0

for all x, y ∈ R. Hence

f(x+ y) = f(x)f(y)

for all x, y ∈ R. Thus
f(x) = E(x),

where E : R → R is an exponential function. This completes the proof
of the theorem.

From the celebrated theorem of Hyers (see Theorem 18.3), we have
seen that if f : R→ R satisfies

|f(x+ y)− f(x)− f(y)| ≤ ε
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for all x, y ∈ R and some ε > 0, then there exists an additive function
A : R→ R such that

|f(x)−A(x)| ≤ ε.

This says f is stable on the pair (R,R). However, Theorem 19.1 says
that if f : R→ R satisfies

|f(x+ y)− f(x)f(y)| ≤ ε

for all x, y ∈ R and some ε > 0, then either f is bounded or f is
exponential. This means f is superstable on the pair (R,R). The mapping
f satisfying the last inequality is called approximately exponential (or
ε-exponential). Hence every approximately exponential map f : R → R
is either bounded or exponential.

Remark 19.1. In general, the above proof of Theorem 19.1 works for
functions f : G→ E, where G is a semigroup and E is a normed algebra
in which the norm is multiplicative, that is, ‖xy‖ = ‖x‖ ‖y‖ for any
x, y ∈ E. Examples of such normed algebras are the quaternions and the
Cayley numbers.

Remark 19.2. If the domain of the function f is a semigroup, we may
identify the multiplicative Cauchy functional equation

f(xy) = f(x)f(y)

with the exponential Cauchy functional equation (19.1). Hence, for the
results of the stability of the multiplicative Cauchy functional equation,
we can refer to the theorem presented above.

From Remark 19.2 and Theorem 19.1, we have the following super-
stability theorem for the multiplicative Cauchy functional equation.

Theorem 19.2. Let f : R→ R be a real function satisfying

|f(xy)− f(x)f(y)| ≤ δ

for all x, y ∈ R and some δ > 0. Then either f is bounded or f is a
multiplicative function.

In the remainder of this section, we consider the stability of a func-
tional equation connected with the Reynolds operator, namely, the func-
tional equation

f(x g(y)) = f(x) f(y) for all x, y ∈ R. (19.14)

Here f, g : R → R are unknown functions. In the case g is an identity
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function, that is, g(y) = y, then the functional equation (19.14) reduces
to multiplicative Cauchy functional equation f(xy) = f(x)f(y). If g =
f , then the functional equation (19.14) yields the following composite
functional equation

f(x f(y)) = f(x) f(y) for all x, y ∈ R. (19.15)

The origin of the equation (19.15) is in the averaging theory applied to
turbulent fluid motion.

Following Najdecki (2007), next we prove the superstability of the
functional equation (19.14).

Theorem 19.3. Let f, g : R→ R be real functions satisfying

|f(x g(y))− f(x) f(y)| ≤ δ (19.16)

for all x, y ∈ R and some δ > 0. Then either f is bounded or the func-
tional equation (19.14) holds.

Proof. Suppose that f is unbounded. Then we can choose a sequence
{xn : n ∈ N} of elements of R such that 0 6= |f(xn)| → ∞ as n → ∞.
Letting y = xn in (19.16), we obtain∣∣∣∣f(x g(xn))

f(xn)
− f(x)

∣∣∣∣ ≤ δ

|f(xn)|
. (19.17)

Since |f(xn)| → ∞ as n→∞, from (19.17), we obtain

f(x) = lim
n→∞

f(x g(xn))
f(xn)

(19.18)

for all x ∈ R. Replacing in (19.16) x by x g(xn), we have

|f(x g(xn) g(y))− f(x g(xn)) f(y)| ≤ δ (19.19)

for all x, y ∈ R. From (19.19), it is easy to see that

lim
n→∞

f(x g(y) g(xn))− f(x g(xn)) f(y)
f(xn)

= 0. (19.20)

Thus from (19.18) and (19.20), for every x, y ∈ R, we obtain

f(x g(y)) = lim
n→∞

f(x g(y) g(xn))
f(xn)

= lim
n→∞

f(x g(y) g(xn))− f(x g(xn)) f(y)
f(xn)
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+ lim
n→∞

f(x g(xn))
f(xn)

f(y)

= f(x) f(y).

This completes the proof of the theorem.

Theorem (19.2) can be obtained as a corollary of the last theorem.
The next theorem generalizes Theorem (19.2).

Theorem 19.4. Suppose φ : R → R to be any real function. Let f :
R→ R be a real function satisfying

|f(xy)− f(x)f(y)| ≤ φ(x) (19.21)

for all x, y ∈ R. Then either f is bounded or f is a multiplicative func-
tion.

Proof. Suppose that f is unbounded. Then we can choose a sequence
{xn : n ∈ N} of elements of R such that 0 6= |f(xn)| → ∞ as n → ∞.
Letting y = xn in (19.21), we obtain∣∣∣∣f(xxn)

f(xn)
− f(x)

∣∣∣∣ ≤ φ(x)
|f(xn)|

. (19.22)

Since |f(xn)| → ∞ as n→∞, from (19.22), we obtain

f(x) = lim
n→∞

f(xxn)
f(xn)

(19.23)

for all x ∈ R. Replacing in (19.21) y by xn y, we have

|f(xxn y)− f(x) f(y xn)| ≤ φ(x) (19.24)

for all x, y ∈ R. From (19.24), it is easy to see that

lim
n→∞

f(xxn y)− f(x) f(xn y)
f(xn)

= 0. (19.25)

Thus from (19.23) and (19.25), for every x, y ∈ R, we obtain

f(x y) = lim
n→∞

f(x y xn)
f(xn)

= lim
n→∞

f(x y xn)− f(x) f(xn y)
f(xn)

+ f(x) lim
n→∞

f(xn y)
f(xn)

= f(x) f(y).

This completes the proof of the theorem.

Remark 19.3. The above theorem is true if we replace the right side of
the inequality (19.21) by φ(y).
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19.3 Ger Type Stability of Exponential Equation

Theorem 19.1 says that the exponential Cauchy functional equation
(19.1), that is, f(x+y) = f(x) f(y), is superstable. This superstability of
the exponential functional equation is caused by the fact that the opera-
tions on both sides of (19.1) are addition and multiplication whereas the
distance between the two sides of (19.1) is measured by their difference.
In the next theorem, we measure the distance between the two sides of
(19.1) by using a quotient and show that (19.1) is not superstable.

The following result is due to Ger and Šemrl (1996) and is stated
here without a proof.

Corollary 19.1. Let ε ∈
(
0, 1

4

)
and g : R→ R satisfy the congruence

g(x+ y)− g(x)− g(y) ∈ Z + (−ε, ε)

for all x, y ∈ R. Then there exists a function a : R→ R such that

a(x+ y)− a(x)− a(y) ∈ Z

for all x, y ∈ R, and
|g(x)− a(x)| ≤ ε

for all x ∈ R.

Next, following Ger and Šemrl (1996), we present the Ger type sta-
bility of the exponential Cauchy functional equation.

Theorem 19.5. Let f : R→ C\{0} satisfy the inequality∣∣∣∣ f(x+ y)
f(x)f(y)

− 1
∣∣∣∣ ≤ ε (19.26)

for some ε ∈ [0, 1) and for all x, y ∈ R. Then, there exists a unique
exponential function E : R→ C\{0} such that

max
{∣∣∣∣E(x)
f(x)

− 1
∣∣∣∣ , ∣∣∣∣ f(x)

E(x)
− 1
∣∣∣∣} ≤

√
1 +

1
(1− ε)2

− 2

√
1 + ε

1− ε
(19.27)

for any x ∈ R.

Proof. Every nonzero complex number λ can be uniquely expressed as

λ = |λ| exp(i arg λ)
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with −π < arg λ ≤ π. Then (19.26) implies∣∣∣∣ |f(x+ y)|
|f(x)| |f(y)|

exp[i(arg f(x+ y)− arg f(x)− arg f(y))]− 1
∣∣∣∣ ≤ ε

for all x, y ∈ R. From this inequality we can obtain the following two
relations:

1− ε ≤ |f(x+ y)|
|f(x)| |f(y)|

≤ 1 + ε (19.28)

and

arg f(x+ y)− arg f(x)− arg f(y) ∈ 2πZ + [− sin−1 ε, sin−1 ε ]

for x, y ∈ R. Since we assumed ε < 1, it is clear that sin−1 ε < π/2.
According to Corollary 19.1, there exists a function a : R→ R such that

a(xy)− a(x)− a(y) ∈ 2πZ (19.29)

for x, y ∈ R and
|a(x)− arg f(x)| ≤ sin−1 ε (19.30)

for x ∈ R.

It follows from (19.28) that

| ln |f(x+ y)| − ln |f(x)| − ln |f(y)| | ≤ − ln(1− ε)

for any x, y ∈ R. Hence there exists an additive function h : R→ R such
that

|h(x)− ln |f(x)| | ≤ − ln(1− ε) (19.31)

for x ∈ R.

Let us define a function E : R→ C \{0} by

E(x) := exp(h(x) + i a(x)).

Since h is a homomorphism, it follows from (19.29) that

E(x+ y) = exp(h(x+ y) + i a(x+ y))
= exp(h(x) + h(y) + i a(x) + i a(y) + i 2πk)
= E(x)E(y)

for any x, y ∈ R, where k ∈ Z is an appropriate constant.

Moreover, we have∣∣∣∣ f(x)
E(x)

− 1
∣∣∣∣ = |exp[ln |f(x)| − h(x)] exp[i(arg f(x)− a(x))]− 1|
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for x ∈ R. By (19.30) and (19.31) we see that the complex number
f(x)/E(x) belongs to the set

Λ =
{
λ ∈ C : 1− ε ≤ |λ| ≤ (1− ε)−1; − sin−1 ε ≤ arg λ ≤ sin−1 ε

}
.

It is not difficult to see

sup{|λ− 1| : λ ∈ Λ} =
∣∣(1− ε)−1 exp(i sin−1 ε)− 1

∣∣
=

√
1 +

1
(1− ε)2

− 2

√
1 + ε

1− ε
=: η.

Analogously, we may obtain the same upper bound η for |E(x)/f(x)−1|,
that is, ∣∣∣∣ f(x)

E(x)
− 1
∣∣∣∣ ≤ η and

∣∣∣∣E(x)
f(x)

− 1
∣∣∣∣ ≤ η (19.32)

for x ∈ R. These establish the inequality (19.27).

Now, let E1 : R→ C \{0} be another exponential function satisfying
the inequality (19.27) in place of E. Since E and E1 are exponential, we
have

E(x) = E(nx)
1
n and E1(x) = E1(nx)

1
n

for any x ∈ R and n ∈ N. Hence, these and (19.32) imply

E(x)
E1(x)

=
(
E(nx)
f(nx)

) 1
n
(
f(nx)
E1(nx)

) 1
n

≤ (1 + η)
1
n (1 + η)

1
n

→ 1 as n→∞,

which implies the uniqueness of E and the proof of the theorem is now
complete.

19.4 Concluding Remarks

For the first time, the stability of the exponential Cauchy functional
equation was investigated by Baker, Lawrence and Zorzitto (1979) to
answer a question of Professor Eugene Lukacs. They proved the following
result.
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Theorem 19.6. Let V be a vector space over the rationals Q and let
f : V → R be a real-valued function such that

|f(x+ y)− f(x) f(y)| ≤ δ for some δ > 0 and all x, y ∈ V.

Then either |f(x)| ≤ max(4, 4δ) or there is a Q-linear map ` : V → R
such that f(x) = exp(`(x)) for all x ∈ V .

Baker (1980) simplified the proof of Baker, Lawrence and Zorzitto
(1979) and established the following theorem.

Theorem 19.7. Let (S,+) be an arbitrary semigroup, and f : S → C
be a complex valued function defined on S such that

|f(x+ y)− f(x) f(y)| ≤ δ for some δ > 0 and all x, y ∈ S.

Then either

|f(x)| ≤ 1 +
√

1 + 4δ
2

or f(x) is exponential (that is, f(x+ y) = f(x) f(y)) on S.

Theorem 19.7 is also true for functions f with values in a normed
algebra A with the property that the norm is multiplicative, that ||xy|| =
||x|| ||y|| for all x, y ∈ A. Baker (1980) gave an example that Theorem
19.7 is false if the algebra does not have the multiplicative norm. Let
δ > 0, choose ε > 0 so that |ε− ε2| = δ, and let f : C→ C⊕C be defined
as

f(λ) = (eλ, ε), λ ∈ C.

Then with the multiplicative norm given by ||(λ, µ)|| = max{|λ|, |µ|},
we have ||f(λ + µ) − f(λ)f(µ)|| = δ, for all complex numbers λ, µ; f is
unbounded, but it is not true that f(λ+ µ) = f(λ)f(µ) for all complex
numbers λ and µ. In this counterexample the algebra A = C ⊕ C can
be decomposed as a direct sum of two ideals A = I1 ⊕ I2, where I1 =
{(λ, 0) | λ ∈ C} and I1 = {(0, λ) | λ ∈ C}. If one denotes by P1 and P2

the projections corresponding to this direct sum decomposition, then the
mapping P1f is exponential, while P2f is bounded. Ger and Šemrl (1996)
have shown that such behavior is typical for approximately exponential
mappings with values in an arbitrary semisimple complex commutative
Banach algebra.

A function f : S → A is called approximately exponential if f sat-
isfies the inequality ||f(x + y) − f(x) f(y)|| ≤ δ for some δ > 0 and all
x, y ∈ S. We say f : S → A is approximated by an exponential function
E : S → A if E satisfies E(x + y) = E(x)E(y) for all x, y ∈ S and
||f(x)−E(x)|| ≤ ε for some ε ≥ 0 and all x ∈ S. We have seen from the
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above counterexample that the theorem of Baker (1980) is not true for
all Banach algebras. Lawrence (1985) studied approximately exponen-
tial mapping defined on a semigroup or group S and taking values in a
Banach algebra. To state some of his important results we introduce the
following notations:

U = {f(x) | x ∈ S},
V = {f(x+ y)− f(x) f(y) | x, y ∈ S},
B = subalgebra of A generated by U,
L = the two-sided ideal of B generated by V .

Some important results of Lawrence are the following.

Theorem 19.8. If the algebra B is simple and f : S → A is approxi-
mately exponential, then f is either bounded or exponential.

Theorem 19.9. If f : S → Mn(C) is approximately exponential and
B = Mn(C), then f is either bounded or exponential.

The following result gives a partial answer to the problem of stability
of exponential mappings from a semigroup S to Mn(C).

Theorem 19.10. If f : S →Mn(C) is approximately exponential, then
there exists a function h : S → Mn(C) such that f − h is bounded on S
and [h(x+ y)− h(x)h(y)]2 = 0 for all x, y ∈ S.

Theorem 19.11. If S is a commutative group and f : S → M2(C)
is approximately exponential, then f is approximated by a multiplicative
function from S to M2(C).

Jung (1997) has extended the theorem of Baker, Lawrence and
Zorzitto (1979) to cases in which the Cauchy difference f(x + y) −
f(x) f(y) is not bounded. He considers the complex valued functions
f defined on a complex normed space X. Let H : R+ × R+ → R+

be a mapping which is monotonically increasing in each variable, and
suppose further that for given u, v ∈ R+ there exist α = α(u, v) and
wo = wo(u, v) such that

H(u, v + w) ≤ αH(w,w) for all w ≥ wo. (19.33)

The function f and the mapping H are to be subjected to the following
conditions. There exist z 6= 0 in X and a real number β ∈ (0, 1) such
that

∞∑
j=1

H(j||z||, ||z||) |f(z)|j−1 < β (19.34)



Stability of Exponential Cauchy Equations 325

and
H(n||z||, n||z||) = o(|f(z)|n) as n→∞. (19.35)

Moreover, the Cauchy difference is assumed to satisfy the following in-
equality for all x, y ∈ X:

|f(x+ y)− f(x) f(y)| ≤ H(||x||, ||y||). (19.36)

Theorem 19.12. Let f and H satisfy the conditions (19.33), (19.34),
(19.35) and (19.36). Then f is exponential in X.

Let (G, ◦) be an abelian group, g : G → G, and let K be either
R or C. A generalization of the exponential functional equation is the
following:

f(x ◦ g(y)) = f(x) f(y) for x, y ∈ G. (19.37)

Najdecki (2007) proved the following stability theorem.

Theorem 19.13. Let f : G→ K be a function satisfying

|f(x ◦ g(y))− f(x) f(y)| ≤ ε

for all x, y ∈ G. Then either f is bounded or (19.37) holds.

The notion of superstability arose from Theorem 19.1. The group
operation in the range of exponential functions is “multiplication.” Ger
(1993) noticed that the superstability of the functional inequality (19.2)
is caused by the fact that the natural group structure in the range is
disregarded. Hence the stability for the exponential equation can be
posed more naturally as ∥∥∥∥ f(x+ y)

f(x)f(y)
− 1
∥∥∥∥ ≤ δ. (19.38)

Ger and Šemrl (1996) investigated the stability problem given by the
inequality (19.38) and proved the following theorem

Theorem 19.14. Let (G,+) be a cancellative abelian semigroup. If a
function f : G → C \ {0} satisfies the inequality (19.38) for a given
δ ∈ [0, 1) and for all x, y ∈ G, then there exists a unique exponential
function m : G→ C \ {0} such that

max
{∥∥∥∥ f(x)

m(x)
− 1
∥∥∥∥ ,∥∥∥∥m(x)

f(x)
− 1
∥∥∥∥} ≤

[
1 +

1
(1− δ)2

− 2
(

1 + δ

1− δ

) 1
2
] 1

2

for all x ∈ G.
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19.5 Exercises

1. If f : R→ R is a function satisfying

|f(xy)− f(x)f(y)| ≤ δ

for some positive δ and for all x, y ∈ R, then show that either f is
bounded or f is a solution of the multiplicative Cauchy functional equa-
tion f(xy) = f(x)f(y) for all x, y ∈ R.

2. If f : R→ R is a function satisfying

|f(x+ y + xy)− f(x) + f(y) + f(x)f(y)| ≤ δ

for some positive δ and for all x, y ∈ R, then show that either f is
bounded or f is a solution of the equation

f(x+ y + xy) = f(x) + f(y) + f(x)f(y)

for all x, y ∈ R.

3. If f : (0, 1)2 → R is a function satisfying

|f(pr, qs) + f(ps, qr)− f(p, q) f(r, s)| ≤ δ

for all p, q, r, s ∈ I and for some positive δ, then show that either f is
bounded or f satisfies

f(pr, qs) + f(ps, qr) = f(p, q) f(r, s)

for all p, q, r, s ∈ I.

4. If f : (0, 1)2 → R is a function satisfying

|f(pr, qs) + f(ps, qr)− f(p, q) f(r, s)| ≤ φ(r, s)

for all p, q, r, s ∈ I and for some φ : I2 → R+, then show that either f is
bounded or f satisfies

f(pr, qs) + f(ps, qr) = f(p, q) f(r, s)

for all p, q, r, s ∈ I.

5. If f : R→ R is a function satisfying

|f(x+ y)− axy f(x) f(y)| ≤ δ
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for all x, y ∈ R and for some positive δ, where a is a positive real con-
stant, then show that either the function f(x) a−

1
2x

2
is bounded or f is

a solution of f(x+ y) = axy f(x) f(y) for all x, y ∈ R.

6. If f, g, h : R× (0,∞)→ C are functions satisfying

|f(x+ y, u+ v)− g(x, u)h(y, v)| ≤ δ

for all x, y ∈ R, u, v ∈ (0,∞) and for some positive δ, then show that
either f, g, h are all bounded or

g(x, u) = aE1(u)E2(x)
h(x, u) = bE1(u)E2(x)
|f(x, u)− a bE1(u)E2(x)| ≤ δ,

where a, b ∈ C and E1, E2 : R→ C are exponential functions.

7. If f : R→ R is a function satisfying∣∣∣∣∣f
(
x+ y

2

)2

− f(x) f(y)

∣∣∣∣∣ ≤ δ
for some δ > 0 and for all x, y ∈ R, then show that either f is bounded
or f is a solution of the functional equation

f

(
x+ y

2

)2

= f(x) f(y)

for all x, y ∈ R.





Chapter 20

Stability of d’Alembert and Sine
Equations

20.1 Introduction

The goal of this chapter is to examine the stability of the d’Alembert
functional equation (also known as the cosine functional equation)

f(x+ y) + f(x− y) = 2 f(x) f(y) for all x, y ∈ R (20.1)

and the sine functional equation

f(x+ y) f(x− y) = f(x)2 − f(y)2 for all x, y ∈ R. (20.2)

In this chapter, we will show that if the function

(x, y) 7→ f(x+ y) + f(x− y)− 2f(x)f(y)

is bounded on R2, then either f is bounded on R or f is a solution of
the d’Alembert functional equation (20.1). This result was established
for the first time by Baker (1980). In this chapter, we will also prove
that if the function

(x, y) 7→ f(x+ y)f(x− y)− f(x)2 + f(y)2

is bounded on R2, then either f is bounded on R or f is a solution of
the sine functional equation (20.2). Cholewa (1983) was the first math-
ematician to investigate the stability of sine functional equation.

20.2 Stability of d’Alembert Equation

In this section, we present a result concerning the stability of the
d’Alembert equation. The proof of the following theorem is based on the
proof presented by Baker (1980).

329
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Theorem 20.1. If the function f : R→ C satisfies the inequality

|f(x+ y) + f(x− y)− 2f(x)f(y)| ≤ δ (20.3)

for all x, y ∈ R and some δ > 0, then either

|f(x)| ≤ 1 +
√

1 + 2δ
2

or there exists a function m : R→ C such that

f(x) =
m(x) +m(−x)

2

and
|m(x+ y)−m(x)m(y)| ≤ δ

2
for all x, y ∈ R.

Proof. Letting x = 0 = y in (20.3), we obtain

|2f(0)− 2f(0)2| ≤ δ.

Letting z = f(0), we obtain

|z − z2| ≤ δ

2
. (20.4)

Since ∣∣|z| − |z|2∣∣ ≤ |z − z2|, (20.5)

we obtain from (20.4) ∣∣|z| − |z|2∣∣ ≤ δ

2
(20.6)

which is
−δ

2
≤ |z|2 − |z| ≤ δ

2
. (20.7)

From the inequality

|z|2 − |z| − δ

2
≤ 0,

we have
2|z|2 − 2|z| − δ ≤ 0.

Therefore

|z| < 1 +
√

1 + 2δ
2

. (20.8)

Hence
|f(0)| < ε, (20.9)
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where

ε =
1 +
√

1 + 2δ
2

. (20.10)

Next we consider

|f(2x)| = |2f(x)2 − f(0)− {2f(x)2 − f(0)− f(2x)}|
≥ |2f(x)2 − f(0)| − |f(2x) + f(0)− 2f(x)2|
> |2f(x)2 − f(0)| − δ
> |2f(x)2| − |f(0)| − δ
> 2|f(x)|2 − ε− δ. (20.11)

Note that here we have used the fact that |a− b| ≥ |a| − |b|.

Now we show that if |f(x)| > ε for some x ∈ R, then

|f(2nx)| → ∞ as n→∞.

Let x ∈ R and
y = |f(x)| = ε+ p

for some p > 0. Then we have

2y2 − y − δ − ε = 2(ε+ p2)− ε− p− δ − ε
= 2ε2 + 4pε+ 2p2 − ε− p− ε− δ
= 2(ε2 − ε) + (4ε− 1)p+ 2p2 − δ
= 2δ + (4ε− 1)p+ 2p2 − δ
= δ + (4ε− 1)p+ 2p2

= δ + (4ε− 1)p+ 2p2 − 3p+ 3p

= δ + 4(ε− 1)p+ 2p2 + 3p
> 3p,

since δ > 0, p > 0 and ε > 1. Thus we have shown that

2y2 − y − µ > 3p

which is
2y2 − µ > y + 3p, (20.12)

where µ = δ + ε. Hence

2|f(x)|2 − µ > |f(x)|+ 3p. (20.13)

Further, we have seen that

|f(2x)| > 2|f(x)|2 − ε− δ.
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Hence by (20.13), we get

|f(2x)| > 2|f(x)|2 − ε− δ
> |f(x)|+ 3p
= ε+ p+ 3p
> ε+ 2p.

Therefore
|f(2x)| > ε+ 2p. (20.14)

By induction it can be shown that

|f(2nx)| > ε+ 2np (20.15)

for n = 1, 2, 3, . . . .

Hence f(x) is unbounded,

lim
n→∞

|f(2nx)| → ∞.

Now letting y = 0 in (20.3), we obtain

|f(x) + f(x)− 2f(x)f(0)| ≤ δ,

and thus we have

|1− f(0)| ≤ δ

2|f(x)|
. (20.16)

Since f is unbounded, (20.16) yields

|1− f(0)| ≤ 0.

Therefore
f(0) = 1. (20.17)

For any x, y ∈ R,

2|f(x)| |f(y)− f(−y)| = |2f(x)f(y)− 2f(x)f(−y)|
= |2f(x)f(y)− f(x+ y)− f(x− y)

+ f(x+ y) + f(x− y)− 2f(x)f(−y)|
≤ |2f(x)f(y)− f(x+ y)− f(x− y)|

+ |f(x+ y) + f(x− y)− 2f(x)f(−y)|
≤ δ + δ

= 2δ.
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Thus we have
|f(y)− f(−y)| ≤ δ

|f(x)|
.

Since f is unbounded, we obtain

|f(y)− f(−y)| = 0

and
f(y) = f(−y) (20.18)

for all y ∈ R.

Since f is unbounded and

|f(2x) + f(0)− 2f(x)2| ≤ δ

for all x ∈ R, we may choose a ∈ R and α such that

2α2 [f(2a)− 1] = 1. (20.19)

Define
g(x) = f(x+ a)− f(x− a) (20.20)

and
m(x) = f(x) + α g(x). (20.21)

Since f is even,

g(−x) = f(−x+ a)− f(−x− a)
= f(x− a)− f(x+ a)
= −g(x).

That is, g is odd. Further

m(−x) = f(−x) + α g(−x)
= f(x)− α g(x). (20.22)

Adding (20.21) and (20.22), we get

f(x) =
m(x) +m(−x)

2

as asserted in the theorem.

Let
2f(x)f(y) = f(x+ y) + f(x− y) + E(x, y)

so that
|E(x, y)| ≤ δ
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for all x, y ∈ R. Next, we compute

2f(x)g(y) + 2f(y)g(x)
= 2f(x)f(y + a)− 2f(x)f(y − a)

+ 2f(y)f(x+ a)− 2f(y)f(x− a)
= f(x+ y + a) + f(x− y − a) + E(x, y + a)
− f(x+ y − a)− f(x− y + a)− E(x, y − a)
+ f(x+ y + a) + f(y − x− a) + E(x+ a, y)
− f(y + x− a)− f(y − x+ a)− E(x− a, y)

= 2f(x+ y + a)− 2f(x+ y − a) + f(x− y − a)
− f(y − x+ a) + f(y − x− a)− f(y − x+ a)
+ E(x, y + a)− E(x, y − a)
+ E(x+ a, y)− E(x− a, y)

= 2g(x+ y) + E(x, y + a)− E(x, y − a)
+ E(x+ a, y)− E(x− a, y),

since f is even. Hence, we have

2g(x+ y)− 2f(x)g(y)− 2f(y)g(x)
= E(x, y − a)− E(x, y + a) + E(x− a, y)− E(x+ a, y).

Since |E(x, y)| ≤ δ, we have from the above equation

|g(x+ y)− f(x)g(y)− f(y)g(x)| ≤ 2δ (20.23)

for all x, y ∈ R. Similarly

2g(x)g(y) = 2[f(x+ a)− f(x− a)][f(y + a)− f(y − a)]
= 2f(x+ a)f(y + a)− 2f(x+ a)f(y − a)
− 2f(x− a)f(y + a) + 2f(x− a)f(y − a)

= f(x+ y + 2a) + f(x− y) + E(x+ a, y + a)
− f(x+ y)− f(x− y + 2a) + E(x+ a, y − a)
− f(x+ y)− f(x− y − 2a)− E(x− a, y + a)
+ f(x+ y − 2a) + f(x− y) + E(x− a, y − a)

= 2f(x− y)− 2f(x+ y) + f(x+ y + 2a)
+ f(x+ y − 2a)− f(x− y + 2a)− f(x− y − 2a)
+ E(x+ a, y + a)− E(x+ a, y − a)
+ E(x− a, y − a)− E(x− a, y + a)

= 2f(x− y)− 2f(x+ y) + 2f(x+ y)f(2a)
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− E(x+ y + 2a, x+ y − 2a)− 2f(x− y)f(2a)
+ E(x− y + 2a, x− y − 2a) + E(x+ a, y + a)
− E(x+ a, y − a) + E(x− a, y − a)− E(x− a, y + a).

Hence

2g(x)g(y)− 2(f(2a)− 1)[f(x+ y)− f(x− y)]
= E(x− y + 2a, x− y − 2a)− E(x+ y + 2a, x+ y − 2a)

+ E(x+ a, y + a)− E(x+ a, y − a)
+ E(x− a, y − a)− E(x− a, y + a).

Since |E(x, y)| ≤ δ, we get

|g(x)g(y)− (f(2a)− 1)(f(x+ y)− f(x− y))| ≤ 3δ. (20.24)

Further, we get ∣∣∣∣f(x)f(y)− f(x+ y) + f(x− y)
2

∣∣∣∣ ≤ δ

2
. (20.25)

Now using (20.23), (20.24) and (20.25), we compute

|m(x+ y)−m(x)m(y)| = |f(x+ y) + αg(x+ y)

− f(x)f(y)− α2g(x)g(y)
− αf(x)g(y)− αf(y)g(x)|

≤ |α| · |g(x+ y)− f(x)g(y)− f(y)g(x)|
+ |f(x+ y)− f(x)f(y)− α2g(x)g(y)|

≤ 3|α|δ +
∣∣∣∣f(x+ y)− α2g(x)g(y)

− f(x+ y) + f(x− y)
2

∣∣∣∣+
δ

2

≤ 3|α|δ +
δ

2
+
∣∣∣∣f(x+ y)− f(x− y)

2

− α2(f(a)− 1)[f(x+ y)− f(x− y)]
∣∣∣∣

+ 2|α|2δ

= δ

(
3|α|+ |α|2 +

1
2

)
for all x, y ∈ R. Since f is unbounded, a can be chosen so that

|f(a)| and |f(2a)|
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can be as large as desired. Thus α can be chosen so that |α| is as small
as we wish. Thus we must have

|m(x+ y)−m(x)m(y)| ≤ δ

2

for all x, y ∈ R. This completes the proof of the theorem.

Now by Theorem 19.1 and Theorem 20.1, we have the following the-
orem.

Theorem 20.2. If f : R→ C satisfies

|f(x+ y) + f(x− y)− 2f(x)f(y)| ≤ δ

for all x, y ∈ R and some δ > 0, then either

|f(x)| ≤ 1 +
√

1 + 2δ
2

or f satisfies
f(x+ y) + f(x− y) = 2f(x)f(y)

for all x, y ∈ R.

20.3 Stability of Sine Equation

In this section, we study the stability of the sine functional equation
(20.2). This section is adapted from Cholewa (1983).

Let f : R → C be a complex valued function defined on the set of
reals. Suppose f : R→ C satisfies the inequality

|f(x+ y) f(x− y)− f(x)2 + f(y)2| ≤ δ (20.26)

for all x, y ∈ R and for some real δ > 0. Moreover, we assume that f is
an unbounded function.

We need the following three lemmas to establish the stability of the
sine functional equation (20.26).

Lemma 20.1. Let f : R → C be an unbounded function satisfying the
inequality (20.26) for all x, y ∈ R. Then f(0) = 0.
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Proof. Letting y = x in (20.26) and then letting u = 2x in the resulting
inequality, we obtain |f(u) f(0)| ≤ δ. Hence

|f(0)| ≤ δ

|f(u)|
.

Since f is unbounded, |f(u)| can be made as large as possible, and there-
fore we have |f(0)| ≤ 0. Thus the assertion of the lemma follows.

Lemma 20.2. Let f : R → C be an unbounded function satisfying the
inequality (20.26) for all x, y ∈ R. Then f satisfies the inequality

|f(x+ y) + f(x− y)− 2 f(x) g(y)| ≤ δ (20.27)

for all x, y ∈ R and for some g : R→ C.

Proof. Letting x = u+v
2 and y = u−v

2 in (20.26), we have∣∣∣∣∣f(u) f(v)− f
(
u+ v

2

)2

+ f

(
u− v

2

)2
∣∣∣∣∣ ≤ δ (20.28)

for all u, v ∈ R. Since f is unbounded, there exists a ∈ R such that
|f(a)| ≥ 4. Let g : R→ C be defined as

g(x) =
f(x+ a)− f(x− a)

2 f(a)
(20.29)

for all x ∈ R. Using (20.28) and (20.29), we compute

|f(x+ y) + f(x− y)− 2 f(x) g(y)|

=
1
|f(a)|

|f(x+ y) f(a) + f(x− y) f(a)− 2 f(a) f(x) g(y)|

≤ 1
|f(a)|

∣∣∣∣∣f(x+ y) f(a)− f
(
x+ y + a

2

)2

+ f

(
x+ y − a

2

)2
∣∣∣∣∣

+
1
|f(a)|

∣∣∣∣∣f(x− y) f(a)− f
(
x− y + a

2

)2

+ f

(
x− y − a

2

)2
∣∣∣∣∣

+
1
|f(a)|

∣∣∣∣∣f
(
x+ y + a

2

)2

− f
(
x− y − a

2

)2

− f(x) f(y + a)

∣∣∣∣∣
+

1
|f(a)|

∣∣∣∣∣f(x) f(y − a)− f
(
x+ y − a

2

)2

+ f

(
x− y + a

2

)2
∣∣∣∣∣

+
∣∣∣∣2 f(x)

f(y + a)− f(y − a)
2 f(a)

− 2f(x) g(y)
∣∣∣∣
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≤ 4 δ
|f(a)|

≤ δ (since |f(a)| ≥ 4).

Hence
|f(x+ y) + f(x− y)− 2 f(x) g(y)| ≤ δ,

and the proof of the lemma is complete.

Lemma 20.3. Let f : R → C be an unbounded function satisfying the
inequality (20.26) for all x, y ∈ R. Then f satisfies the inequality

f(x+ y) + f(x− y) = 2 f(x) g(y) (20.30)

for all x, y ∈ R and for some g : R→ C.

Proof. Let x, y be two arbitrarily fixed points in R. Then by Lemma
20.2, we see that f satisfies the inequality (20.27) and g is given by
(20.29). Using (20.27) and (20.29), for all z ∈ R, we have

|f(z)| |f(x+ y) + f(x− y)− 2f(x) g(y)|
= |f(z) f(x+ y) + f(z) f(x− y)− 2 f(x) f(z) g(y)|

≤

∣∣∣∣∣f(z) f(x+ y)− f
(
z + x+ y

2

)2

+ f

(
z − x− y

2

)2
∣∣∣∣∣

+

∣∣∣∣∣f(z) f(x− y)− f
(
z + x− y

2

)2

+ f

(
z − x+ y

2

)2
∣∣∣∣∣

+

∣∣∣∣∣f
(
z + x+ y

2

)2

− f
(
z − x+ y

2

)2

− f(z + y) f(x)

∣∣∣∣∣
+

∣∣∣∣∣f
(
z + x− y

2

)2

− f
(
z − x− y

2

)2

− f(z − y) f(x)

∣∣∣∣∣
+ |{f(z + y) + f(z − y)}f(x)− 2 f(z) g(y) f(x)|
≤ 4 δ + δ |f(x)|
= δ (4 + |f(x)|).

Therefore

|f(x+ y) + f(x− y)− 2 f(x) g(y)| ≤ (4 + |f(x)|)δ
|f(z)|

,

and since f is unbounded and x is a fixed element, the right-hand side of
the above inequality can be made as small as possible. Hence, we must
have

|f(x+ y) + f(x− y)− 2 f(x) g(y)| = 0.
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Therefore f(x+y)+f(x−y) = 2 f(x) g(y). Since x and y were arbitrarily
fixed elements of R, the last equation holds for all x, y ∈ R and the proof
of the lemma is now complete.

Now we prove the stability of the sine functional equation.

Theorem 20.3. Let the unbounded function f : R→ C satisfy inequality

|f(x+ y) f(x− y)− f(x)2 + f(y)2| ≤ δ

for all x, y ∈ R and for some real δ > 0. Then f : R → C is a solution
of

f(x+ y) f(x− y) = f(x)2 − f(y)2

for all x, y ∈ R.

Proof. Let f be an unbounded solution of inequality (20.26). By Lemma
20.3, f satisfies

f(x+ y) + f(x− y) = 2 f(x) g(y) (FE)

for all x, y ∈ R. Letting x = 0 in the last equation and using Lemma
20.1, we get

f(y) + f(−y) = 0

for all x, y ∈ R. Hence f is an odd function. Now, put x = u+v
2 and

y = u−v
2 in (FE). Hence we have

f(u) + f(v) = 2 f
(
u+ v

2

)
g

(
u− v

2

)
(20.31)

for all u, v ∈ R. From (20.31) and Lemma 20.1, we infer that

f(x+ y) = f(x+ y) + f(0) = 2 f
(
x+ y

2

)
g

(
x+ y

2

)
(20.32)

and

f(x− y) = f(x− y) + f(0) = 2 f
(
x− y

2

)
g

(
x− y

2

)
(20.33)

for all x, y ∈ R. Using (20.31) and the fact that f is odd, we have

f(x)− f(y) = f(x) + f(−y) = 2 f
(
x− y

2

)
g

(
x+ y

2

)
(20.34)

for all x, y ∈ R. Now, using (20.31)–(20.34), we obtain
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f(x+ y) f(x− y)

=
[
2 f
(
x+ y

2

)
g

(
x+ y

2

)][
2 f
(
x− y

2

)
g

(
x− y

2

)]
=
[
2 f
(
x+ y

2

)
g

(
x− y

2

)][
2 f
(
x− y

2

)
g

(
x+ y

2

)]
= [f(x) + f(y)] [f(x)− f(y)]

= f(x)2 − f(y)2

for all x, y ∈ R. This completes the proof of the theorem.

In Theorem 20.1, we have seen that if a function f : R→ R satisfies
|f(x + y) + f(x − y) − 2f(x)f(y)| ≤ δ for all x, y ∈ R and some δ > 0,
then either f is bounded by a constant depending on δ only or it is a
solution of the cosine functional equation f(x+y)+f(x−y) = 2f(x)f(y).
However, it is not the case for the sine functional equation; indeed, the
bounded functions

fn(x) = n sin(x) +
1
n

satisfy the inequality (20.26) with δ = 3,

|fn(x+ y) fn(x− y)− fn(x)2 + fn(y)2| ≤ 3

for all real numbers x, y and all positive integers n. Nevertheless, for
each positive real number M , the inequality |fn(x)| ≤ M fails to hold
for certain x and n.

20.4 Concluding Remarks

Baker (1980) proved the following theorem concerning the stability
of the d’Alembert functional equation.

Theorem 20.4. Let δ > 0, let G be an abelian group and let f be a
complex valued function defined on G such that

|f(x+ y) + f(x− y)− 2f(x)f(y)| ≤ δ for all x, y ∈ G. (20.35)

Then either |f(x)| ≤ (1 +
√

1 + 2δ)/2 for all x ∈ G or there exists a
complex valued function E on G such that

f(x) =
E(x) + E(−x)

2
for all x ∈ G
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and

|E(x+ y)− E(x)E(y)| ≤ δ

2

for all x, y ∈ G.

Badora (1998), instead of the commutativity of the group G, assumed
the Kannappan condition f(x+ y + z) = f(x+ z + y) for all x, y, z ∈ G
and gave the following generalization of Baker’s result

Theorem 20.5. Let δ > 0, ε > 0, and let (G,+) be a group. Suppose f
is a complex valued function defined on G such that

|f(x+ y) + f(x− y)− 2f(x)f(y)| ≤ δ for all x, y ∈ G

and

|f(x+ y + z)− f(x+ z + y)| ≤ ε for all x, y, z ∈ G.

Then either f is bounded or f satisfies the d’Alembert functional equa-
tion.

For vector-valued mappings, Badora (1998) proved the following in-
teresting theorem.

Theorem 20.6. Let (G,+) be an abelian group and let A be a complex
normed algebra. For some ε, δ ≥ 0, suppose f : G→ A satisfies

||f(x+ y) + f(x− y)− 2f(x)f(y)|| ≤ δ for all x, y ∈ G

and
||f(x)− f(−x)|| ≤ ε for all x,∈ G.

If there exists a zo ∈ G such that the map G 3 x 7→ ||f(x) f(zo)|| ∈ R is
bounded, then there exist a function E : G → A and constants c, d ∈ R
such that ∣∣∣∣∣∣∣∣f(x)− E(x) + E(−x)

2

∣∣∣∣∣∣∣∣ ≤ c for all x ∈ G

and
||E(x+ y)− E(x)E(y)|| ≤ d for all x, y ∈ G.

Tyrala (2005) proved the following stability result for the matrix-
valued function f defined on an abelian group G.
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Theorem 20.7. Let G be an abelian group written additively and Mn(C)
be the normed algebra of n × n matrices with complex entries. Suppose
f : G→Mn(C) satisfies the inequality

||f(x+ y) + f(x− y)− 2f(x)f(y)|| ≤ δ

for some δ > 0 and for all x, y ∈ G. Then there is a map h : G→Mn(C)
such that

(a) ||f(x)− h(x)|| ≤ ε for some ε ≥ 0 and all x ∈ G,
(b) [h(x+ y) + h(x− y)− 2h(x)h(y)]2 = 0 for all x, y ∈ G.

Badora and Ger (2002) replaced the constant δ from the right side of
the inequality (20.35) by a control function φ(x) and studied the stability
of the cosine functional equation. They proved the following theorem.

Theorem 20.8. Let (G,+) be an abelian group written additively. For
some φ : G → R, let the function f :→ C? (the set of nonzero complex
numbers) satisfy the inequality

|f(x+ y) + f(x− y)− 2 f(x) f(y)| ≤ φ(x)

for all x, y ∈ G. Then either f is bounded or f satisfies f(x+y) +f(x−
y) = 2 f(x) f(y) for all x, y ∈ G.

Two generalizations of the cosine functional equations are the follow-
ing:

f(x+ y) + f(x− y) = 2 f(x) g(y) (20.36)

and
f(x+ y) + f(x− y) = 2 g(x) f(y). (20.37)

The superstability of these two functional equations were studied by
Kannappan and Kim (2001). Kim and Dragomir (2006) replaced the
constant δ by a control function φ and studied the superstability of the
equations (20.36) and (20.36). They proved the following theorems.

Theorem 20.9. Let (G,+) be an abelian group. For some φ : G → R,
let the functions f, g :→ C? satisfy the inequality

|f(x+ y) + f(x− y)− 2 f(x) g(y)| ≤ φ(y)

for all x, y ∈ G. Then either f is bounded or g is a solution of g(x +
y) + g(x− y) = 2g(x)g(y) for all x, y ∈ G.

Theorem 20.10. Let (G,+) be an abelian group. For some φ : G→ R,
let the functions f, g :→ C? satisfy the inequality

|f(x+ y) + f(x− y)− 2 f(x) g(y)| ≤ φ(x)
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for all x, y ∈ G. Further, assume that f is even in G. Then either g (or
f) is bounded or g is a solution of g(x+ y) + g(x− y) = 2g(x)g(y) along
with f and g satisfying (20.36) and (20.36) for all x, y ∈ G.

Theorem 20.11. Let (G,+) be an abelian group. For some φ : G→ R,
let the functions f, g :→ C? satisfy the inequality

|f(x+ y) + f(x− y)− 2 g(x) f(y)| ≤ φ(x)

for all x, y ∈ G. Then either f is bounded or g is a solution of g(x +
y) + g(x− y) = 2g(x)g(y) for all x, y ∈ G.

Theorem 20.12. Let (G,+) be an abelian group. For some φ : G→ R,
let the functions f, g :→ C? satisfy the inequality

|f(x+ y) + f(x− y)− 2 g(x) f(y)| ≤ φ(y)

for all x, y ∈ G. Then either g (or f) is bounded or g is a solution of
g(x + y) + g(x − y) = 2g(x)g(y) along with f and g satisfying (20.36)
and (20.36) for all x, y ∈ G.

So far we have commented on the various stability of cosine func-
tional equations and their generalization. Now we make some comments
regarding sine functional equation. The stability of the sine functional
equation was studied by Cholewa (1983). He proved the following theo-
rem.

Theorem 20.13. Let (G,+) be an abelian group in which division by 2
is uniquely performable. Every unbounded function f : G→ C satisfying
the inequality

|f(x+ y) f(x− y)− f(x)2 + f(y)2| ≤ δ for all x, y ∈ G

for some δ > 0 has to be a solution of the equation

f(x+ y) f(x− y) = f(x)2 − f(y)2

for all x, y ∈ G.

Notice that the equation f(x + y) f(x − y) = f(x)2 − f(y)2 can be
rewritten as

f(x) f(y) = f

(
x+ y

2

)2

− f
(
x− y

2

)2

. (20.38)

Badora and Ger (2002) proved the following two theorems concerning
the stability of the last functional equation.
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Theorem 20.14. Let (G,+) be a uniquely 2-divisible abelian group and
let f : G→ C, φ : G→ R satisfy the inequality∣∣∣∣∣f(x) f(y)− f

(
x+ y

2

)2

+ f

(
x− y

2

)2
∣∣∣∣∣ ≤ φ(x) for all x, y ∈ G.

Then either f is bounded or f satisfies (20.38) for all x, y ∈ G.

Theorem 20.15. Let (G,+) be a uniquely 2-divisible abelian group and
let f : G→ C, φ : G→ R satisfy the inequality∣∣∣∣∣f(x) f(y)− f

(
x+ y

2

)2

+ f

(
x− y

2

)2
∣∣∣∣∣ ≤ φ(y) for all x, y ∈ G.

Then either f is bounded or f satisfies (20.38) for all x, y ∈ G.

Kim (2006) investigated the stability of the following generalizations
of the above sine functional equation:

g(x) f(y) = f

(
x+ y

2

)2

− f
(
x+ σy

2

)2

,

f(x) g(y) = f

(
x+ y

2

)2

− f
(
x+ σy

2

)2

,

g(x) g(y) = f

(
x+ y

2

)2

− f
(
x+ σy

2

)2

.

Here σ is an endomorphism of order two of the uniquely 2-divisible
abelian group G.

Nakmahachalasint (2007) investigated the stability of a cosine func-
tional equation and proved the following theorem.

Theorem 20.16. Let δ be a positive real constant and let (G,+) be an
abelian group. If f : G→ C satisfies

|f(x+y+z)+f(x+y−z)+f(y+z−x)+f(z+x−y)−4f(x)f(y)f(z)| ≤ δ

for all x, y, z ∈ G, then either f is bounded or f is a solution of the
functional equation

f(x+y+ z) +f(x+y− z) +f(y+ z−x) +f(z+x−y) = 4f(x)f(y)f(z)

for all x, y, z ∈ G.
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In Chapter 11, we dealt with the functional equation

f(x+ y) = f(x)f(y)− d sin(x) sin(y)

for all x, y ∈ R, where d < −1 is an a priopri chosen real number. The
stability of this functional equation was studied by several mathemati-
cians, namely Jung (2005, 2006), Jung and Cheng (2006) and Takahasi,
Miura and Takagi (2007).

20.5 Exercises

1. If f, g : R→ C satisfy the functional inequality

|f(x+ y)− f(x− y)− 2g(x)f(y)| ≤ δ

for some positive δ and for all x, y ∈ R, then show that either f is
bounded or g is a solution of the equation

g(x+ y) + g(x− y) = 2g(x)g(y)

for all x, y ∈ R.

2. If f, g : R→ C satisfy the functional inequality

|f(x+ y)− f(x− y)− 2g(x)g(y)| ≤ δ

for some positive δ and for all x, y ∈ R, then show that either g is
bounded or g is a solution of the equation

g

(
x+ y

2

)2

− g
(
x+ y

2

)2

= g(x)g(y)

for all x, y ∈ R.

3. If f : R→ C satisfies the functional inequality

|f(x+ y)− f(x− y)− 2f(x)f(y)| ≤ φ(x)

for some φ : R→ (0,∞) and for all x, y ∈ R, then show that either f is
bounded or f is a solution of the equation

f(x+ y) + f(x− y) = 2f(x)f(y)

for all x, y ∈ R.
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4. If f, g : R→ C satisfy the functional inequality

|f(x+ y)− f(x− y)− 2g(x)f(y)| ≤ φ(x)

for some φ : R→ (0,∞) and for all x, y ∈ R, then show that either f is
bounded or g is a solution of the equation g(x+y)+g(x−y) = 2g(x)g(y)
for all x, y ∈ R.

5. If f, g : R→ C satisfy the functional inequality

|f(x+ y) + f(x− y)− 2f(x)g(y)| ≤ δ

for some positive δ and for all x, y ∈ R, then show that either f is
bounded or g is a solution of the equation g(x+y)+g(x−y) = 2g(x)g(y)
for all x, y ∈ R.

6. If f : R→ C satisfies the functional inequality

|f(x+y+z)+f(x+y−z)+f(y+z−x)+f(z+x−y)−4f(x)f(y)f(z)| ≤ δ

for some positive δ and for all x, y, z ∈ R, then show that either f is
bounded or f is a solution of the equation

f(x+y+ z) +f(x+y− z) +f(y+ z−x) +f(z+x−y) = 4f(x)f(y)f(z)

for all x, y, z ∈ R.

7. Let λ be a nonnegative real constant. If f, g : R → C satisfy the
functional inequality

|f(x+ y) + f(x− y)− λ f(x)g(y)| ≤ φ(x)

for some function φ : R→ R and for all x, y ∈ R, then show that either
g with f(0) = 0 is bounded or g is a solution of the equation

g

(
x+ y

2

)2

− g
(
x+ y

2

)2

= g(x)g(y)

for all x, y ∈ R.

8. Let λ be a nonnegative real constant. If f, g : R → C satisfy the
functional inequality

|f(x+ y) + g(x− y)− λ g(x)g(y)| ≤ φ(x)

for some function φ : R→ R and for all x, y ∈ R, then show that either
g with g(0) = 0 is bounded or g is a solution of the equation

g

(
x+ y

2

)2

− g
(
x+ y

2

)2

= g(x)g(y)

for all x, y ∈ R.
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9. If f : R→ C satisfies the functional inequality∣∣∣∣∣f(x)f(y)− f
(
x+ y

2

)2

+ f

(
x+ y

2

)2
∣∣∣∣∣ ≤ φ(x)

for some function φ : R→ R and for all x, y ∈ R, then show that either
f is bounded or f is a solution of the equation

f

(
x+ y

2

)2

− f
(
x+ y

2

)2

= f(x)f(y)

for all x, y ∈ R.

10. If f : R→ C satisfies the functional inequality∣∣∣∣∣f(x)f(y)− f
(
x+ y

2

)2

+ f

(
x+ y

2

)2
∣∣∣∣∣ ≤ φ(y)

for some function φ : R→ R and for all x, y ∈ R, then show that either
f is bounded or f is a solution of the equation

f

(
x+ y

2

)2

− f
(
x+ y

2

)2

= f(x)f(y)

for all x, y ∈ R.





Chapter 21

Stability of Quadratic Functional
Equations

21.1 Introduction

The quadratic functional equation

f(x+ y) + f(x− y) = 2f(x) + 2f(y) (21.1)

is an important equation in the theory of functional equations and it
plays an important role in the characterization of inner product spaces.
Every solution of the quadratic equation (21.1) is called a quadratic func-
tion. In this chapter, we present some important results concerning the
stability of the quadratic functional equation, the generalized quadratic
functional equations and some other related functional equations. We
will treat the Hyers-Ulam type stability with the bounded Cauchy dif-
ference as well as with the unbounded Cauchy difference. This chapter
is primarily based on the works found in Skof (1983), Cholewa (1984),
Ger (1992), Czerwik (1992, 1994), Borelli and Forti (1995) and Jung
and Sahoo (2001, 2002b) related to the stability of quadratic functional
equation.

21.2 Stability of the Quadratic Equation

Now we examine the Ulam-Hyers type stability for the quadratic
functional equation. The following theorem is due to Skof (1983) and
also independently to Cholewa (1984).

Theorem 21.1. If the function f : R→ R satisfies the inequality

|f(x+ y) + f(x− y)− 2f(x)− 2f(y)| ≤ δ

349
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for all x, y ∈ R and some δ > 0, then there exists a unique quadratic
function q : R→ R such that

|f(x)− q(x)| ≤ δ

2

for all x ∈ R.

Proof. Let f : R→ R satisfy

|f(x+ y) + f(x− y)− 2f(x)− 2f(y)| ≤ δ (21.2)

for all x, y ∈ R and some δ > 0. Letting x = 0 = y in (21.2), we see that

|f(0)| ≤ δ

2
. (21.3)

Further, letting y = x in (21.2), we see that

|f(2x) + f(0)− 4f(x)| ≤ δ,

that is,
|f(2x)− 4f(x)| − |f(0)| ≤ δ

which is
|f(2x)− 4f(x)| ≤ 3

2
δ (21.4)

for all x ∈ R. We replace x by 2k−1x in (21.4) to get∣∣f(2kx)− 22f(2k−1x)
∣∣ ≤ 3

2
δ.

Multiplying both sides of the last inequality by 1
22k and then summing

both sides of the resulting inequality as k goes from 1 to n, we get
n∑
k=1

1
22k

∣∣f(2kx)− 22 f(2k−1x)
∣∣ ≤ n∑

k=1

3
2

1
22k

δ.

Using the inequality
|x| − |y| ≤ |x− y|,

we see that ∣∣∣∣ 1
22n

f(2nx)− f(x)
∣∣∣∣ ≤ δ

2
for all positive integers n.

If m > n > 0, then m−n is a natural number and n can be replaced
by m− n in the above inequality. Thus, we have∣∣∣∣ 1

22(m−n)
f(2m−nx)− f(x)

∣∣∣∣ ≤ δ

2
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or ∣∣∣∣ 1
22m

f(2m−nx)− 1
22n

f(x)
∣∣∣∣ ≤ δ

2 · 22n
.

Replacing x by x2n, we get∣∣∣∣ 1
22m

f(2mx)− 1
22n

f(2nx)
∣∣∣∣ ≤ δ

2(2n+1)
.

Letting n→∞, we see that

lim
n→∞

δ

22n+1
= 0,

and hence ∣∣∣∣ 1
22m

f(2mx)− 1
22n

f(2nx)
∣∣∣∣→ 0 as n→∞.

Thus {
f(2nx)

22n

}∞
n=1

is a Cauchy sequence. Hence this sequence has a limit in R. We define a
function q : R→ R using this limit by

q(x) = lim
n→∞

f(2nx)
22n

(21.5)

for x ∈ R. Next, we show that q(x) is quadratic. Since

|q(x+ y) + q(x− y)− 2q(x)− 2q(y)|

= lim
n→∞

1
22n
|f(2nx+ 2ny) + f(2nx− 2ny)− 2f(2nx)− 2f(2ny)|

= lim
n→∞

δ

22n
= 0 (by (21.2)),

therefore, we have

q(x+ y) + q(x− y) = 2q(x) + 2q(y)

for all x, y ∈ R. Hence q is a quadratic function.

Next, we consider

|q(x)− f(x)| =
∣∣∣∣ lim
n→∞

f(2nx)
22n

− f(x)
∣∣∣∣

= lim
n→∞

∣∣∣∣f(2nx)
22n

− f(x)
∣∣∣∣
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≤ lim
n→∞

δ

2

=
δ

2
.

Hence
|q(x)− f(x)| ≤ δ

2
for all x ∈ R.

Finally, we prove that q is unique. Suppose q : R→ R is not unique.
Then there exists another quadratic function s : R→ R such that

|s(x)− f(x)| ≤ δ

2
for all x ∈ R. Note that

|s(x)− q(x)| ≤ |s(x)− f(x)|+ |f(x)− q(x)|

≤ δ

2
+
δ

2
= δ.

Therefore
|s(x)− q(x)| ≤ δ (21.6)

for all x ∈ R.
Since a quadratic function is rationally homogeneous of degree two,

we have

|s(x)− q(x)| =
∣∣∣∣n2s(x)

n2
− n2q(x)

n2

∣∣∣∣
=
∣∣∣∣s(nx)
n2

− q(nx)
n2

∣∣∣∣
=

1
n2
|s(nx)− q(nx)|

≤ δ

n2
.

Taking the limit n→∞, we get

lim
n→∞

|s(x)− q(x)| ≤ lim
n→∞

δ

n2
.

Hence
|s(x)− q(x)| ≤ 0.

Therefore
s(x) = q(x)

for all x ∈ R. Therefore q is unique. This completes the proof.
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Remark 21.1. The proof of the above theorem goes over without any
changes if one replaces the real function f : R → R by a function from
a normed space into a Banach space.

Czerwik (1992) proved the Hyers-Ulam-Rassias stability of the
quadratic functional equation which includes the following theorem as a
special case:

Theorem 21.2. If a function f : R→ R satisfies the inequality

|f(x+ y) + f(x− y)− 2f(x)− 2f(y)| ≤ ε

for some ε ≥ 0 and for all x, y ∈ R, then there exists a unique quadratic
function Q : R→ R such that

|f(x)−Q(x)| ≤ 1
3

(ε+ |f(0)|)

for all x ∈ R. Moreover, if f(tx) is continuous in t for each fixed x ∈ R,
then Q(tx) = t2Q(x) for all t ∈ R and x ∈ R.

21.3 Stability of Generalized Quadratic Equation

In this section, we will prove the Hyers-Ulam type stability of the
quadratic functional equation of Pexider type, f1(x + y) + f2(x − y) =
f3(x) + f4(y). The following theorem is due to Jung and Sahoo (2001b).

Theorem 21.3. If functions f1, f2, f3, f4 : R→ R satisfy the inequality

|f1(x+ y) + f2(x− y)− f3(x)− f4(y)| ≤ ε (21.7)

for some ε ≥ 0 and for all x, y ∈ R, then there exists a unique quadratic
function Q : R→ R and exactly two additive functions A1, A2 : R→ R
such that

|f1(x)−Q(x)−A1(x)−A2(x)− f1(0)| ≤ 137
3 ε,

|f2(x)−Q(x)−A1(x) +A2(x)− f2(0)| ≤ 125
3 ε,

|f3(x)− 2Q(x)− 2A1(x)− f3(0)| ≤ 136
3 ε,

|f4(x)− 2Q(x)− 2A2(x)− f4(0)| ≤ 124
3 ε


(21.8)

for all x ∈ R. Moreover, if f3(tx) and f4(tx) are continuous in t ∈ R
for each x ∈ R, then the Q satisfies Q(tx) = t2Q(x) for all x ∈ R and
A1, A2 are linear.
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Proof. Let us define Fi(x) = fi(x) − fi(0), and by F ei and F oi denote
the even part and the odd part of Fi for i = 1, 2, 3, 4. Then, we get
Fi(0) = F ei (0) = F oi (0) = 0 for i = 1, 2, 3, 4.

By putting x = y = 0 in (21.7) and using the resulting inequality
and (21.7), we have

|F1(x+ y) + F2(x− y)− F3(x)− F4(y)| ≤ 2ε (21.9)

for all x, y ∈ R. First we replace x and y in (21.9) by −x and −y,
respectively, to get

|F1(−x− y) + F2(−x+ y)− F3(−x)− F4(−y)| ≤ 2ε. (21.10)

Next we add (subtract) the argument of the norm of the inequality
(21.10) to (from) that of the inequality (21.9), and then taking the norm
and manipulating the resulting expression, we obtain

|F e1 (x+ y) + F e2 (x− y)− F e3 (x)− F e4 (y)| ≤ 2ε, (21.11)

|F o1 (x+ y) + F o2 (x− y)− F o3 (x)− F o4 (y)| ≤ 2ε (21.12)

for all x, y ∈ R.

If we put y = 0, x = 0 (and replace y by x), y = x, and y = −x in
(21.11), respectively, then we get

|F e1 (x) + F e2 (x)− F e3 (x)| ≤ 2ε, (21.13)

|F e1 (x) + F e2 (x)− F e4 (x)| ≤ 2ε, (21.14)

|F e1 (2x)− F e3 (x)− F e4 (x)| ≤ 2ε, (21.15)

|F e2 (2x)− F e3 (x)− F e4 (x)| ≤ 2ε (21.16)

for all x ∈ R, respectively.

In view of (21.13) and (21.14), we see that

|F e3 (x)− F e4 (x)| ≤ 4ε, (21.17)

and it follows from (21.15) and (21.16) that

|F e1 (x)− F e2 (x)| ≤ 4ε (21.18)
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for any x in R. By using (21.11), (21.17) and (21.18), we have

|F e2 (x+ y) + F e2 (x− y)− F e4 (x)− F e4 (y)|
≤ |F e1 (x+ y) + F e2 (x− y)− F e3 (x)− F e4 (y)|

+ |F e2 (x+ y)− F e1 (x+ y)|+ |F e3 (x)− F e4 (x)|
≤ 10ε. (21.19)

By putting y = 0 in (21.19), we get

|2F e2 (x)− F e4 (x)| ≤ 10ε. (21.20)

Hence, (21.19) and (21.20) imply

|F e4 (x+ y) + F e4 (x− y)− 2F e4 (x)− 2F e4 (y)|
≤ 2 |F e2 (x+ y) + F e2 (x− y)− F e4 (x)− F e4 (y)|
+ |F e4 (x+ y)− 2F e2 (x+ y)|+ |F e4 (x− y)− 2F e2 (x− y)|
≤ 40ε

for all x, y ∈ R.

By Theorem 21.2, there exists a unique quadratic function Q : R→ R
such that

|F e4 (x)− 2Q(x)| ≤ 40
3
ε (21.21)

for all x ∈ R. Furthermore, if f4(tx) is continuous in t ∈ R for each
x ∈ R, then the quadratic function Q satisfies Q(tx) = t2Q(x) for all
x ∈ R.

Using (21.17), (21.18), (21.20) and (21.21), we obtain

|F e1 (x)−Q(x)|

≤ |F e1 (x)− F e2 (x)|+
∣∣∣∣F e2 (x)− 1

2
F e4 (x)

∣∣∣∣+
∣∣∣∣12F e4 (x)−Q(x)

∣∣∣∣
≤ 47

3
ε, (21.22)

|F e2 (x)−Q(x)|

≤
∣∣∣∣F e2 (x)− 1

2
F e4 (x)

∣∣∣∣+
∣∣∣∣12F e4 (x)−Q(x)

∣∣∣∣
≤ 35

3
ε, (21.23)

|F e3 (x)− 2Q(x)|
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≤ |F e3 (x)− F e4 (x)|+ |F e4 (x)− 2Q(x)|

≤ 52
3
ε (21.24)

for any x ∈ R.

As before, if we put y = 0, x = 0 (and replace y by x), y = x, and
y = −x in (21.12), respectively, then we obtain

|F o1 (x) + F o2 (x)− F o3 (x)| ≤ 2ε, (21.25)

|F o1 (x)− F o2 (x)− F o4 (x)| ≤ 2ε, (21.26)

|F o1 (2x)− F o3 (x)− F o4 (x)| ≤ 2ε, (21.27)

|F o2 (2x)− F o3 (x) + F o4 (x)| ≤ 2ε (21.28)

for all x ∈ R, respectively. Due to (21.25) and (21.26), we have

|2F o1 (x)− F o3 (x)− F o4 (x)|
≤ |F o1 (x) + F o2 (x)− F o3 (x)|+ |F o1 (x)− F o2 (x)− F o4 (x)|
≤ 4ε (21.29)

and

|2F o2 (x)− F o3 (x) + F o4 (x)|
≤ |F o1 (x) + F o2 (x)− F o3 (x)|+ |F o2 (x) + F o4 (x)− F o1 (x)|
≤ 4ε (21.30)

for each x ∈ R. Combining (21.27) with (21.29) yields

|F o3 (2x) + F o4 (2x)− 2F o3 (x)− 2F o4 (x)|
≤ |F o3 (2x) + F o4 (2x)− 2F o1 (2x)|+ |2F o1 (2x)− 2F o3 (x)− 2F o4 (x)|
≤ 8ε. (21.31)

Analogously, by (21.28) and (21.30), we get

|F o3 (2x)− F o4 (2x)− 2F o3 (x) + 2F o4 (x)|
≤ |F o3 (2x)− F o4 (2x)− 2F o2 (2x)|+ |2F o2 (2x)− 2F o3 (x) + 2F o4 (x)|
≤ 8ε (21.32)

for any x ∈ R. Now it follows from (21.31) and (21.32) that

|F o3 (2x)− 2F o3 (x)|
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≤
∣∣∣∣12F o3 (2x) +

1
2
F o4 (2x)− F o3 (x)− F o4 (x)

∣∣∣∣
+
∣∣∣∣12F o3 (2x)− 1

2
F o4 (2x)− F o3 (x) + F o4 (x)

∣∣∣∣
≤ 8ε (21.33)

and analogously
|F o4 (2x)− 2F o4 (x)| ≤ 8ε (21.34)

for all x ∈ R. In view of (21.12), (21.29), (21.30), (21.33) and (21.34),
we have

|F o3 (x+ y) + F o4 (x+ y) + F o3 (x− y)− F o4 (x− y)− F o3 (2x)− F o4 (2y)|
≤ |2F o1 (x+ y) + 2F o2 (x− y)− 2F o3 (x)− 2F o4 (y)|

+ |F o3 (x+ y) + F o4 (x+ y)− 2F o1 (x+ y)|
+ |F o3 (x− y)− F o4 (x− y)− 2F o2 (x− y)|
+ |2F o3 (x)− F o3 (2x)|+ |2F o4 (y)− F o4 (2y)|

≤ 28ε (21.35)

for all x, y ∈ R. If we replace y in (21.35) by −y and then use the fact
that F o4 is an odd function, we get∣∣F o3 (x− y) + F o4 (x− y) + F o3 (x+ y)

− F o4 (x+ y)− F o3 (2x) + F o4 (2y)
∣∣ ≤ 28ε. (21.36)

From (21.35) and (21.36), we get

|F o3 (x+ y) + F o3 (x− y)− F o3 (2x)|

=
1
2
|F o3 (x+ y) + F o4 (x+ y) + F o3 (x− y)

− F o4 (x− y)− F o3 (2x)− F o4 (2y)
+ F o3 (x− y) + F o4 (x− y) + F o3 (x+ y)
− F o4 (x+ y)− F o3 (2x) + F o4 (2y)|

≤ 1
2
|F o3 (x− y) + F o4 (x− y) + F o3 (x+ y)

− F o4 (x+ y)− F o3 (2x) + F o4 (2y)|

+
1
2
|F o3 (x− y) + F o4 (x− y) + F o3 (x+ y)

− F o4 (x+ y)− F o3 (2x) + F o4 (2y)|
≤ 28ε. (21.37)
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Similarly, from (21.35) and (21.36), we get

|F o4 (x+ y)− F o4 (x− y)− F o4 (2y)|

=
1
2
|F o3 (x+ y) + F o4 (x+ y) + F o3 (x− y)

− F o4 (x− y)− F o3 (2x)− F o4 (2y)
− {F o3 (x− y) + F o4 (x− y) + F o3 (x+ y)
− F o4 (x+ y)− F o3 (2x) + F o4 (2y)}|

≤ 1
2
|F o3 (x− y) + F o4 (x− y) + F o3 (x+ y)

− F o4 (x+ y)− F o3 (2x) + F o4 (2y)|

+
1
2
|F o3 (x− y) + F o4 (x− y) + F o3 (x+ y)

− F o4 (x+ y)− F o3 (2x) + F o4 (2y)|
≤ 28ε. (21.38)

By letting u = x+ y and v = x− y in (21.37), we obtain

|F o3 (u) + F o3 (v)− F o3 (u+ v)| ≤ 28ε

for all u, v ∈ R. According to Theorem 18.3, there exists a unique addi-
tive function A1 : R→ R such that

|F o3 (x)− 2A1(x)| ≤ 28ε (21.39)

for all x in R. If, moreover, f3(tx) is continuous in t ∈ R for every fixed
x ∈ R, then A1 is a linear function.

By putting u = x− y and v = 2y in (21.38), we get

|F o4 (u+ v)− F o4 (u)− F o4 (v)| ≤ 28ε

for all u, v ∈ R. By Theorem 18.3 again, there exists a unique additive
function A2 : R→ R such that

|F o4 (x)− 2A2(x)| ≤ 28ε (21.40)

for any x in R. Furthermore, if f4(tx) is continuous in t ∈ R for all x ∈ R,
then A2 is also linear.

From (21.29), (21.30), (21.39) and (21.40) it follows that

|F o1 (x)−A1(x)−A2(x)|

≤
∣∣∣∣F o1 (x)− 1

2
F o3 (x)− 1

2
F o4 (x)

∣∣∣∣+
∣∣∣∣12F o3 (x)−A1(x)

∣∣∣∣
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+
∣∣∣∣12F o4 (x)−A2(x)

∣∣∣∣ ≤ 30ε (21.41)

and

|F o2 (x)−A1(x) +A2(x)|

≤
∣∣∣∣F o2 (x)− 1

2
F o3 (x) +

1
2
F o4 (x)

∣∣∣∣+
∣∣∣∣12F o3 (x)−A1(x)

∣∣∣∣
+
∣∣∣∣A2(x)− 1

2
F o4 (x)

∣∣∣∣ ≤ 30ε (21.42)

for each x in R.

The inequalities in (21.8) are direct consequences of the inequalities
(21.21), (21.22), (21.23), (21.24), (21.39), (21.40), (21.41) and (21.42).

Now, let Q′, A′1, A
′
2 : R→ R be another quadratic function and ad-

ditive functions, respectively, satisfying the inequalities in (21.8) instead
of Q, A1 and A2. Then, we have

|Q(x) +A2(x)−Q′(x)−A′2(x)|

≤
∣∣∣∣−1

2
f4(x) +Q(x) +A2(x) +

1
2
f4(0)

∣∣∣∣
+
∣∣∣∣12f4(x)−Q′(x)−A′2(x)− 1

2
f4(0)

∣∣∣∣
≤ 124

3
ε (21.43)

for each x ∈ R. Replacing x by −x in (21.43) and using the fact that
quadratic functions are even and additive functions are odd, we get

|Q(x)−A2(x)−Q′(x) +A′2(x)| ≤ 124
3
ε. (21.44)

From (21.43) and (21.44), we see that

|Q(x)−Q′(x)| = 1
2
|Q(x) +A2(x)−Q′(x)−A′2(x)

+ Q(x)−A2(x)−Q′(x) +A′2(x)|

≤ 1
2
|Q(x) +A2(x)−Q′(x)−A′2(x)|

+
1
2
|Q(x)−A2(x)−Q′(x) +A′2(x)|

≤ 124
3
ε. (21.45)
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Similarly, again from (21.43) and (21.44), we get

|A2(x)−A′2(x)|

=
1
2
|Q(x) +A2(x)−Q′(x)−A′2(x)

− {Q(x)−A2(x)−Q′(x) +A′2(x)}|

≤ 1
2
|Q(x) +A2(x)−Q′(x)−A′2(x)|

+
1
2
|Q(x)−A2(x)−Q′(x) +A′2(x)|

≤ 124
3
ε. (21.46)

Hence (21.45) and (21.46) imply that

Q(x) = Q′(x) and A2(x) = A′2(x)

for every x ∈ R. Similarly, we can show that A1(x) = A′1(x) for any
x ∈ R. Now the proof of the theorem is complete.

Remark 21.2. We can easily verify the following statements:

(i) If f1 ≡ f2 in Theorem 21.3, then A2 ≡ 0.

(ii) If f3 ≡ f4 in Theorem 21.3, then A1 ≡ A2.

(iii) If 2f1 ≡ f3 in Theorem 21.3, then A2 ≡ 0.

(iv) If 2f2 ≡ f4 in Theorem 21.3, then A1 ≡ 2A2.

(v) If 2f1 ≡ f4 in Theorem 21.3, then A1 ≡ 0.

(vi) If 2f2 ≡ f3 in Theorem 21.3, then A2 ≡ 0.

Remark 21.3. The proof of the above theorem goes over without any
changes if one replaces the real functions f1, f2, f3, f4 : R → R by func-
tions f1, f2, f3, f4 : E1 → E2 where E1 is a real normed space and E2 is
a Banach space.

21.4 Stability of a Functional Equation of Drygas

To obtain a Jordan and von Neumann type characterization theo-
rem for the quasi-inner-product spaces, Drygas (1987) considered the
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functional equation

f(x+ y) + f(x− y) = 2f(x) + f(y) + f(−y) (21.47)

for all x, y ∈ R. However, the general solution of this functional equation
was given by Ebanks, Kannappan and Sahoo (1992a) as

f(x) = Q(x) +A(x),

where A : R → R is an additive function and Q : R → R is a quadratic
function.

In this section, we will prove the Hyers-Ulam stability of the func-
tional equation

f(x+ y) + f(x− y) = 2f(x) + g(2y) (21.48)

which includes the functional equation of the Drygas as a special case.

First, we establish some results which will be instrumental in proving
the stability of the Drygas equation.

Lemma 21.1. If functions f, g : R→ R satisfy the inequality

|f(x+ y) + f(x− y)− 2f(x)− g(2y)| ≤ ε (21.49)

for all x, y ∈ R and some ε > 0, then there exists a unique quadratic
function Q : R→ R such that

|f(x) + f(−x)− 2f(0)− 4Q(x)| ≤ 3ε+
1
3
|g(0)| (21.50)

and

|g(x)−Q(x)| ≤ 2ε+
1
3
|g(0)| (21.51)

for all x ∈ R.

Proof. Substituting z in place of x and x+y
2 in place of y in (21.49), we

get ∣∣∣∣f(z +
x+ y

2

)
+ f

(
z − x+ y

2

)
− 2f(z)− g(x+ y)

∣∣∣∣ ≤ ε. (21.52)

Similarly, replacing x by z and y by x−y
2 in (21.49), we have∣∣∣∣f(z +

x− y
2

)
+ f

(
z − x− y

2

)
− 2f(z)− g(x− y)

∣∣∣∣ ≤ ε. (21.53)
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Again we replace x by z + x
2 and y by y

2 in (21.49) to obtain∣∣∣∣f(z +
x+ y

2

)
+ f

(
z +

x− y
2

)
− 2f

(
z +

x

2

)
− g(y)

∣∣∣∣ ≤ ε. (21.54)

Finally, we let z − x
2 for x and y

2 for y in (21.49) to have∣∣∣∣f(z − x− y
2

)
+ f

(
z − x+ y

2

)
− 2f

(
z − x

2

)
− g(y)

∣∣∣∣ ≤ ε. (21.55)

Using (21.52) and (21.53), we see that∣∣∣∣f(z +
x+ y

2

)
+ f

(
z − x+ y

2

)
+ f

(
z +

x− y
2

)
+ f

(
z − x− y

2

)
− 4f(z)− g(x+ y)− g(x− y)

∣∣∣∣
≤
∣∣∣∣f(z +

x+ y

2

)
+ f

(
z − x+ y

2

)
− 2f(z)− g(x+ y)

∣∣∣∣
+
∣∣∣∣f(z +

x− y
2

)
+ f

(
z − x− y

2

)
− 2f(z)− g(x− y)

∣∣∣∣
≤ 2ε.

Similarly, using (21.54) and (21.55), we have∣∣∣∣f(z +
x+ y

2

)
+ f

(
z − x+ y

2

)
+ f

(
z +

x− y
2

)
+ f

(
z − x− y

2

)
− 2f

(
z +

x

2

)
− 2f

(
z − x

2

)
− 2g(y)

∣∣∣∣
≤ 2ε.

From (21.49) and the last two inequalities, we see that

|g(x+ y) + g(x− y)− 2g(y)− 2g(x)|

≤
∥∥∥∥g(x+ y) + g(x− y) + 4f(z)− f

(
z +

x+ y

2

)
− f

(
z − x+ y

2

)
− f

(
z +

x− y
2

)
− f

(
z − x− y

2

)∣∣∣∣
+
∣∣∣∣f(z +

x+ y

2

)
+ f

(
z − x+ y

2

)
+ f

(
z +

x− y
2

)
+ f

(
z − x− y

2

)
− 2f

(
z +

x

2

)
− 2f

(
z − x

2

)
− 2g(y)

∣∣∣
+
∣∣∣2f(z +

x

2

)
+ 2f

(
z − x

2

)
− 2g(x)− 4f(z)

∣∣∣
≤ 6ε.
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Hence by Theorem 21.2 there exists a unique quadratic map Q : R→
R such that

|g(x)−Q(x)| ≤ 2ε+
1
3
|g(0)| (21.56)

for all x ∈ R. Next, from (21.49) and (21.56), we obtain

|f(x) + f(−x)− 2f(0)−Q(2x)|
= |f(x) + f(−x)− 2f(0)− g(2x) + g(2x)−Q(2x)|
≤ |f(x) + f(−x)− 2f(0)− g(2x)|+ |g(2x)−Q(2x)|

≤ 3ε+
1
3
|g(0)|,

and the fact that Q(2x) = 4Q(x) completes the proof.

In the following two lemmas, we determine the Hyers-Ulam stability
of the functional equations f(x+ y)− f(x− y) = 2f(y) and f(x+ y)−
f(x− y) = 2g(y), where f, g : R→ R are unknown functions.

Lemma 21.2. If the function f : R→ R satisfies the inequality

|f(x+ y)− f(x− y)− 2f(y)| ≤ ε (21.57)

for all x, y ∈ R and some ε > 0, then there exists a unique additive
function A : R→ R such that

|f(x)−A(x)| ≤ 3
2
ε (21.58)

for all x ∈ R.

Proof. Interchanging x with y in (21.57), we have

|f(x+ y)− f(y − x)− 2f(x)| ≤ ε (21.59)

for all x, y ∈ R. Next, letting x = 0 in (21.57), we see that

|f(y) + f(−y)| ≤ ε. (21.60)

Now using (21.57), (21.59) and (21.60), we have

|2f(x+ y)− 2f(x)− 2f(y)|
≤ |f(x+ y)− f(x− y)− 2f(y)|+ |f(x+ y)− f(y − x)− 2f(x)|

+ |f(x− y) + f(y − x)|
≤ 3ε.

Using the well-known stability result of the additive Cauchy equation
due to Hyers (1941) (see Theorem 18.3), we have the asserted inequality
(21.58) and the proof of the lemma is now complete.
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Next, we consider the Hyers-Ulam stability of a pexiderized version
of the functional equation in the following lemma.

Lemma 21.3. If functions f, g : R→ R satisfy the inequality

|f(x+ y)− f(x− y)− 2g(y)| ≤ ε (21.61)

for all x, y ∈ R and some ε > 0, then there exists a unique additive
function A : R→ R such that

|f(x)−A(x)− f(0)| ≤ 6ε (21.62)

and
|g(x)−A(x)− g(0)| ≤ 2ε (21.63)

for all x ∈ R.

Proof. Letting y = 0 in (21.61), we obtain

2 |g(0)| ≤ ε. (21.64)

Now substituting y = x in (21.61), we have

|f(2x)− 2g(x)− f(0)| ≤ ε (21.65)

for all x ∈ R.

Using (21.61), we get

2 |2g(x)− g(x+ y)− g(x− y)|
≤ |f(z + (x+ y))− f(z − (x+ y))− 2g(x+ y)|

+ |f(z + (x− y))− f(z − (x− y))− 2g(x− y)|
+ |2g(x)− f((z + y) + x) + f((z + y)− x)|
+ |2g(x)− f((z − y) + x) + f((z − y)− x)|
≤ 4ε

for any z ∈ R. Thus, we have

|g(x+ y) + g(x− y)− 2g(x)| ≤ 2ε (21.66)

for all x, y ∈ R. Letting s = x+ y and t = x− y, we see that∣∣∣∣g(s) + g(t)− 2g
(
s+ t

2

)∣∣∣∣ ≤ 2ε

for all s, t ∈ R. Using a stability result of Jung (1996), we have

|g(x)−A(x)− g(0)| ≤ 2ε (21.67)
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for some unique additive function A : R→ R. Using (21.64), (21.65) and
(21.67), we have

|f(2x)− 2A(x)− f(0)|
≤ |f(2x)− 2g(x)− f(0)|+ 2 |g(x)−A(x)− g(0)|+ 2 |g(0)|
≤ 6ε

for all x ∈ R, and hence

|f(x)−A(x)− f(0)| ≤ 6ε.

Now the proof of the theorem is complete.

In the following theorem, we will prove the Hyers-Ulam stability of
the functional equation (21.48) that includes the functional equation
(21.47) as a special case.

Theorem 21.4. If functions f, g : R→ R satisfy the inequality (21.49)
for some ε > 0 and all x, y ∈ R, then there exists a unique quadratic
function Q : R→ R and a unique additive function A : R→ R such that

|f(x)− 2Q(x)−A(x)− f(0)| ≤ 37
6
ε (21.68)

and
|g(x)−Q(x)| ≤ 13

3
ε (21.69)

for all x ∈ R.

Proof. By fe(x), fo(x), ge(x) and go(x), we denote the even part of f(x),
odd part of f(x), even part of g(x) and odd part of g(x), respectively.

In (21.49), replace x by −x and y by −y, respectively, to get

|f(−x− y) + f(−x+ y)− 2f(−x)− g(−2y)| ≤ ε. (21.70)

Next, we add (subtract) the argument of the norm of the inequality
(21.70) to (from) that of the inequality (21.49), and then taking the
norm and manipulating the resulting expression, we obtain

|fe(x+ y) + fe(x− y)− 2fe(x)− ge(2y)| ≤ ε (21.71)

and
|fo(x+ y) + fo(x− y)− 2fo(x)− go(2y)| ≤ ε (21.72)

for all x, y ∈ R.

Since fe is even, fe(0) = f(0) and ge(0) = g(0), Lemma 21.1 and
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(21.71) imply that there exists a unique quadratic function Q : R → R
such that

|fe(x)− f(0)− 2Q(x)| ≤ 3
2
ε+

1
6
|g(0)| (21.73)

and
|ge(x)−Q(x)| ≤ 2ε+

1
3
|g(0)| (21.74)

for each x in R.

Similarly, since fo is odd and fo(0) = go(0) = 0, Lemma 21.1 and
(21.72) yield that there exists a unique quadratic function q : R → R
with

|q(x)| ≤ 3
4
ε (21.75)

and
|go(x)− q(x)| ≤ 2ε. (21.76)

The inequality (21.75) implies that q(x) = 0 for any x ∈ R. This fact,
together with (21.76), means that

|go(x)| ≤ 2ε. (21.77)

From (21.72) and (21.77), it follows that

|fo(x+ y) + fo(x− y)− 2fo(x)| ≤ 3ε.

Interchanging x with y in the last inequality, we get

|fo(x+ y)− fo(x− y)− 2fo(y)| ≤ 3ε (21.78)

for all x, y ∈ R.

Hence, according to Lemma 21.2, the inequality (21.78) implies that
there exists a unique additive function A : R→ R such that

|fo(x)−A(x)| ≤ 9
2
ε (21.79)

for all x ∈ R. Letting x = y = 0 in (21.49), we get

|g(0)| ≤ ε. (21.80)

By (21.73), (21.79) and (21.80), we have

|f(x)− 2Q(x)−A(x)− f(0)|
≤ |fe(x)− f(0)− 2Q(x)|+ |fo(x)−A(x)|

≤ 37
6
ε
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which proves the inequality (21.68). Analogously, (21.74), (21.77) and
(21.80) yield

|g(x)−Q(x)| ≤ |ge(x)−Q(x)|+ |go(x)| ≤ 13
3
ε

which proves the inequality (21.69).

It now remains to prove the uniqueness of the functions Q and A.
Let A′ : R → R and Q′ : R → R be another additive function and
another quadratic function, respectively, which satisfy the inequalities
(21.68) and (21.69) in place of A and Q. If there were some x0 ∈ R with
Q(x0) 6= Q′(x0), then we would have

|Q(2nx0)−Q′(2nx0)| = 4n |Q(x0)−Q′(x0)|
→ ∞ as n→∞.

On the other hand, it follows from (21.69) that∣∣Q(2nx0)−Q′(2nx0)
∣∣ ≤ ∣∣Q(2nx0)− g(2nx0)

∣∣+
∣∣g(2nx0)−Q′(2nx0)

∣∣
≤ 26

3
ε

which is a contradiction. Hence, the Q is uniquely determined.

Assume analogously that A(x0) 6= A′(x0) for some x0 ∈ R. Then,

|A(2nx0)−A′(2nx0)| = 2n |A(x0)−A′(x0)|
→ ∞ as n→∞.

However, from (21.68), we see that∣∣A(2nx0)−A′(2nx0)
∣∣ ≤ ∣∣− f(2nx0) + 2Q(2nx0) +A(2nx0) + f(0)

∣∣
+
∣∣f(2nx0)− 2Q(2nx0)−A′(2nx0)− f(0)

∣∣
≤ 37

3
ε

which is also a contradiction. This means that A is also uniquely deter-
mined.

Remark 21.4. The proof of the above theorem goes over without any
changes if one replaces the real functions f, g : R → R by functions
f, g : E1 → E2 where E1 is a normed space and E2 is a Banach space.

The Hyers-Ulam stability of the functional equation (21.47) of Drygas
is a consequence of the above theorem as we will see in the following
corollary.
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Corollary 21.1. If the function f : R→ R satisfies the inequality

|f(x+ y) + f(x− y)− 2f(x)− f(y)− f(−y)| ≤ ε (21.81)

for some ε > 0 and for all x, y ∈ R, then there exist a unique additive
function A : R → R and a unique quadratic function Q : R → R such
that

|f(x)−Q(x)−A(x)| ≤ 25
3
ε (21.82)

for all x ∈ R.

Proof. Define a function g : R→ R by g(x) = f(x2 ) + f(−x2 ). Then, the
inequality (21.81) is transformed into

|f(x+ y) + f(x− y)− 2f(x)− g(2y)| ≤ ε.

By Theorem 21.4, there exist a unique additive function A : R→ R and
a unique quadratic function Q1 : R→ R such that

|f(x)− 2Q1(x)−A(x)− f(0)| ≤ 37
6
ε (21.83)

and

|g(x)−Q1(x)| =
∣∣∣f(x

2

)
+ f

(
−x

2

)
−Q1(x)

∣∣∣ ≤ 13
3
ε (21.84)

for all x in R.

It follows from (21.84) that

|fe(x)− 2Q1(x)| ≤ 13
6
ε, (21.85)

where fe(x) denotes the even part of f(x). Replacing x by −x in (21.83),
we have

|f(−x)− 2Q1(x) +A(x)− f(0)| ≤ 37
6
ε,

since Q1 is even and A is odd. From (21.83) and the last inequality, we
obtain

|fo(x)−A(x)| ≤ 37
6
ε (21.86)

for any x ∈ R, where fo is the odd part of f .

Using (21.85) and (21.86), we get

|f(x)− 2Q1(x)−A(x)| ≤ |fe(x)− 2Q1(x)|+ |fo(x)−A(x)| ≤ 25
3
ε
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which proves the validity of (21.82) by defining Q(x) = 2Q1(x).

Finally, it remains to prove the uniqueness of the Q and A. Let
A′ : R → R and Q′ : R → R be another additive function and another
quadratic function satisfying (21.82) instead of A and Q. Then, we have

|Q(x)−Q′(x) +A(x)−A′(x)| ≤ 50
3
ε

for all x ∈ R. Defining q(x) = Q(x) − Q′(x) and a(x) = A(x) − A′(x),
we see

|q(x) + a(x)| ≤ 50
3
ε

for every x ∈ R. Since q is a quadratic function and a is an additive
function, we can necessarily conclude that q(x) = a(x) = 0 for all x ∈ R
and this fact implies the uniqueness of the Q and A.

21.5 Concluding Remarks

The Hyers-Ulam type stability of the quadratic functional equation
(21.1) was first proved by Skof (1983) for functions from a normed space
into a Banach space. Cholewa (1984) demonstrated that Skof’s theorem
is also valid if the relevant domain is replaced by an abelian group.

Let G be an abelian group and let E be a Banach space. A function
f : G → E is called an ε-quadratic (or approximately quadratic) if for
given ε > 0 it satisfies the inequalities

||f(x+ y) + f(x− y)− 2f(x)− 2f(y)|| ≤ ε.

The following result regarding the stability of the quadratic functional
equation is due to Skof (1983) and also independently to Cholewa (1984).

Theorem 21.5. If f : G → E is an ε-quadratic for all x and y in G,
then there exists a unique quadratic function Q : G→ E such that

||f(x)−Q(x)|| ≤ ε

2

for all x ∈ G. Moreover the function Q is given by

Q(x) = lim
n→∞

4−nf(2nx).
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Fenyö (1987) improved the bound obtained by Skof (1983) and
Cholewa (1984) from ε

2 to ε+‖f(0)‖
3 (cf. Czerwik (1992)).

So far the Hyers-Ulam type stability of the quadratic functional equa-
tion has been investigated when the domain of the function is a normed
space, or Banach space or in general an abelian group. Let G be an ar-
bitrary group and E be a Banach space. Let B(G,E) denote the space
of all bounded functions f : G → E. The Hyers-Ulam stability of the
quadratic functional equation can be restated as follows. The quadratic
functional equation is said to be stable for the pair (G,E) if for any
f : G→ E satisfying

‖f(xy) + f(xy−1)− 2f(x)− 2f(y)‖ ≤ δ ∀x, y ∈ G

(for some δ ≥ 0), there is a solution q : G→ E of the quadratic functional
equation q(xy) + q(xy−1) = 2q(x) + 2q(y) such that f − q ∈ B(G,E).

Let G be a group and E and B be any two arbitrary Banach spaces
over reals. Faiziev and Sahoo (2007b) proved that the quadratic func-
tional equation is stable for the pair (G,E) if and only if it is stable
for the pair (G,B). In view of this result it is not important which Ba-
nach space is used on the range. Thus one may consider the stability of
the quadratic functional equation on the pair (G,R). Faiziev and Sahoo
(2007b) proved that the quadratic functional equation is not stable on
the pair (G,R) when G is any arbitrary group. It is well known (see
Skof (1983) and Cholewa (1984)) that the quadratic functional equa-
tion is stable on the pair (G,R) when G is an abelian group. Thus it
is interesting to know on which noncommutative groups the quadratic
functional equation is stable in the sense of Hyers-Ulam. Faiziev and
Sahoo (2007b) proved that the quadratic functional equation is stable
on n-abelian groups and T (2,K), where K is a commutative field. Fur-
ther they also proved that every group can be embeded into a group in
which the quadratic functional equation is stable. Yang (2004b) proved
the stability of quadratic functional equation on amenable groups.

The following result has been proved by Czerwik (1992) and gener-
alizes Theorem 21.5 due to Skof (1983) and Cholewa (1984).

Theorem 21.6. Let X be a normed space and Y a Banach space and
let f : X → Y be a function satisfying inequality

||f(x+ y) + f(x− y)− 2f(x)− 2f(y)|| ≤ ϕ(x, y)

with either

1. ϕ(x, y) = η + θ(||x||p + ||y||p), p < 2, x, y ∈ X \ {0} or
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2. ϕ(x, y) = θ(||x||p + ||y||p), p > 2, x, y ∈ X

for some η, θ ≥ 0. Then there exists a unique quadratic function Q such
that

||f(x)−Q(x)|| ≤ 1
3

(η + ||f(0)||) +
2θ

4− 2p
||x||p, x ∈ X \ {0}

in case 1 and

||f(x)−Q(x)|| ≤ 2θ
2p − 4

||x||p, x ∈ X

in case 2.

In Theorem 21.6 the parameter p is assumed to take all values except
2. If p = 2, then Theorem 21.6 is no longer valid. Czerwik (1992) proved
the following theorem.

Theorem 21.7. Suppose the function f : R→ R is defined by

f(x) =
∞∑
i=0

4−nφ(2nx),

where the function φ : R→ R is given by

φ(x) =

{
θ if |x| ≥ 1
θ x2 if |x| < 1

(21.87)

with a constant θ > 1. Then the function f satisfies the inequality

|f(x+ y) + f(x− y)− 2f(x)− 2f(y)| ≤ 32 θ (x2 + y2)

for all x, y ∈ R. Moreover, there exists no quadratic function q : R→ R
such that the image set of x−2 |f(x)− q(x)| (for x 6= 0) is bounded.

Ger (1992) observed that for p = 2, a stability result can be estab-
lished if one takes ϕ(x, y) = 2||x||2 + 2||y||2 − ||x + y||2 − ||x − y||2. He
proved the following more general theorem (see Ger (1992)).

Theorem 21.8. Let (G,+) be an abelian group and (Y, || · ||) a real
n-dimensional normed space. Suppose F : G → R is a non-negative
function satisfying 2F (x) + 2F (y) − F (x + y) − F (x − y) ≥ 0 for all
x, y ∈ G. Let f : G→ Y be a function satisfying the inequality

||f(x+ y) + f(x− y)− 2f(x)− 2f(y)|| ≤ ϕ(x, y),

where
ϕ(x, y) = 2F (x) + 2F (y)− F (x+ y)− F (x− y).
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Then there exists a quadratic function Q : G→ Y such that

||f(x)−Q(x)|| ≤ nF (x), ∀x ∈ G.

Moreover, if

lim
k→∞

inf
F (kx)
k2

= 0

for all x ∈ G, then Q is uniquely determined.

Borelli and Forti (1995) have proven the following results which
include some of the previous results concerning the stability of the
quadratic functional equation.

Theorem 21.9. Let (G,+) be an abelian group, Y a Banach space and
f : G→ Y a function with f(0) = 0 and fulfilling

||f(x+ y) + f(x− y)− 2f(x)− 2f(y)|| ≤ ϕ(x, y).

Assume that one of the series

∞∑
n=1

2−2nϕ
(
2n−1x, 2n−1x

)
and

∞∑
n=1

22(n−1)ϕ
(
2−nx, 2−nx

)
converges for every x and call Φ(x) its sum. If for every x, y as

lim
n→∞

2−2nϕ
(
2n−1x, 2n−1y

)
= 0 lim

n→∞
22(n−1)ϕ

(
2−nx, 2−ny

)
= 0,

respectively, then there exists a unique quadratic function Q : G → Y
such that

||f(x)−Q(x)|| ≤ Φ(x), x ∈ X.

In the following theorem, Czerwik (1994) proved the generalized
Hyers-Ulam stability for the “partially pexiderized” quadratic functional
equation f(x+ y) + f(x− y) = 2 g(x) + 2 g(y).

Theorem 21.10. Let G be an abelian group divisible by a natural num-
ber k ≥ 2 and E a Banach space. Let f, g : G→ E be mappings satisfying
the inequality

||f(x+ y) + f(x− y)− 2g(x)− 2g(y)|| ≤ ϕ(x, y), x, y ∈ G,

where ϕ : G×G→ R+ is a given mapping. Suppose that the series

∞∑
n=1

k2nϕ(mk−nx, k−nx) and
∞∑
n=1

k2nϕ(k−nx, 0)
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converge for all x ∈ G and for m ∈ {1, 2, ..., k − 1}. Further, suppose

lim
n→∞

k2nϕ(k−nx, k−ny) = 0, x, y ∈ G.

Then there exists a unique quadratic mapping Q : G→ E such that

||f(x)− f(0)−Q(x)|| ≤ k−2
k−1∑
m=1

∞∑
n=1

(k −m)k2nΦ(mk−nx, k−nx)

and

||g(x)− g(0)− 2Q(x)|| ≤ k−2
k−1∑
m=1

∞∑
n=1

(k −m)k2nΨ(mk−nx, k−nx)

for all x ∈ G, where Φ(x, y) = ϕ(x, y) + ϕ(x, 0) + ϕ(y, 0) + ϕ(0, 0) and
Ψ(x, y) = 2ϕ(x, y) + ϕ(x+ y, 0) + ϕ(x− y, 0).

Jung and Sahoo (2001b) studied the Hyers-Ulam stability of pexider-
ized quadratic functional equation f1(x+ y) + f2(x− y) = f3(x) + f4(y)
and proved the following theorem

Theorem 21.11. Suppose (X, ‖.‖) is a real normed space and (Y, ‖.‖)
a Banach space. If functions f1, f2, f3, f4 : X → Y satisfy the inequality

‖f1(x+ y) + f2(x− y)− f3(x)− f4(y)‖ ≤ ε (21.88)

for some ε ≥ 0 and for all x, y ∈ X, then there exist a unique quadratic
function Q : X → Y and exactly two additive functions A1, A2 : X → Y
such that

‖f1(x)−Q(x)−A1(x)−A2(x)− f1(0)‖ ≤ 137
3 ε,

‖f2(x)−Q(x)−A1(x) +A2(x)− f2(0)‖ ≤ 125
3 ε,

‖f3(x)− 2Q(x)− 2A1(x)− f3(0)‖ ≤ 136
3 ε,

‖f4(x)− 2Q(x)− 2A2(x)− f4(0)‖ ≤ 124
3 ε


(21.89)

for all x ∈ X. Moreover, if f3(tx) and f4(tx) are continuous in t ∈ R
for each x ∈ X, then the function Q satisfies Q(tx) = t2Q(x) for all
x ∈ X and the functions A1, A2 are linear.

In Theorem 21.11, Yang (2004a) has replaced the domain X of the
functions f1, f2, f3, f4 by a 2-divisible abelian group G and has found
sharper estimates. To the best of the knowledge of the authors no re-
sult has been established about the stability of pexiderized quadratic
equation on noncommutative groups.
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A functional equation that is closely related to quadratic functional
equation is the Drygas functional equation

f(x+ y) + f(x− y) = 2f(x) + f(y) + f(−y). (21.90)

The Hyers-Ulam stability of this functional equation was studied by Jung
and Sahoo (2001b). They proved the following theorem.

Theorem 21.12. Let X be a real vector space and Y a Banach space.
If a function f : X → Y satisfies the inequality

‖f(x+ y) + f(x− y)− 2f(x)− f(y)− f(−y)‖ ≤ ε (21.91)

for some ε > 0 and for all x, y ∈ X, then there exist a unique additive
function A : X → Y and a unique quadratic function Q : X → Y such
that

‖f(x)−Q(x)−A(x)‖ ≤ 25
3
ε (21.92)

for all x ∈ X.

Yang (2004a) improved the bound obtained by Jung and Sahoo
(2001b) from 25

3 ε to 3
2ε. She also replaced the domain of f from a real

vector space to an abelian group.

Let (G,+) be an abelian group. The functional equation

f(x+ y) + f(x− y) = 2f(x) + f(y) + f(−y) ∀x, y ∈ G

is a variation of the quadratic equation. On an arbitrary group G, this
equation takes the form

f(xy) + f(xy−1) = 2f(x) + f(y) + f(y−1) ∀x, y ∈ G.

Consider the system of functional equations

f(xy) + f(xy−1) = 2f(x) + f(y) + f(y−1)

f(yx) + f(y−1x) = 2f(x) + f(y) + f(y−1).

On groups, this system generalizes the functional equation introduced
by Drygas (see Faiziev and Sahoo (2006b)). Faiziev and Sahoo (2006c)
proved the following results: (1) the system, in general, is not stable on an
arbitrary group; (2) the system is stable on Heisenberg group UT (3,K),
where K is a commutative field with characteristic different from two; (3)
the system is stable on a certain class of n-abelian groups; (4) any group
can be embeded into a group where this system is stable. In Faiziev and
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Sahoo (2006d) the stability of this system in the noncommutative group
T (3,R) was established.

There are many variations of the quadratic functional equations. For
instance,

f(x+y+z)+f(x)+f(y)+f(z) = f(x+y)+f(y+z)+f(z+x), (21.93)

f(x+y+z)+f(x−y)+f(x−z) = f(x−y−z)+f(x+y)+f(x+z), (21.94)

f(λx+ y) + f(x− λy) = (1 + λ2)[ f(x) + f(y) ], (21.95)

f(αx+ β y) + f(αx− βy) = (α2 + β2)[ f(x) + f(y) ], (21.96)

f(2x+ y) + f(2x− y) = f(x+ y) + f(x− y) + 6f(x), (21.97)

f(2x+ y) + f(x+ 2y) = 4f(x+ y) + f(x) + f(y) (21.98)

are some variations of the quadratic functional equation.

The functional equation (21.93) was studied by Kannappan (1995).
The Hyers-Ulam stability of the equation (21.93) was investigated by
Jung (1998). He proved the following theorem.

Theorem 21.13. Suppose X is a real norm space and Y a real Banach
space. Let f : X → Y satisfy the inequalities

‖f(x+ y + z) + f(x) + f(y) + f(z)
− f(x+ y)− f(y + z)− f(z + x)‖ ≤ δ (21.99)

and
‖f(x)− f(−x)‖ ≤ θ (21.100)

for some δ, θ ≥ 0 and for all x, y, z ∈ X. Then there exists a unique
quadratic mapping Q : X → Y which satisfies

‖f(x)−Q(x)‖ ≤ 3 δ (21.101)

for all x ∈ X. If, moreover, f is measurable or f(tx) is continuous in t
for each fixed x ∈ X, then Q(tx) = t2Q(x) for all x ∈ X and t ∈ R.

Jung (1998) also proved another theorem replacing the inequality
‖f(x)−f(−x)‖ ≤ θ by ‖f(x)+f(−x)‖ ≤ θ. For this functional equation,
Kim (2001) proved a generalized stability result in the spirit of Gǎvruta
(1994). Chang and Kim (2002) generalized the theorem of Jung and
proved the following theorem.
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Theorem 21.14. Suppose X is a real norm space and Y a real Ba-
nach space. Let H : R3

+ → R+ be a function such that H(tu, tv, tw) ≤
tpH(u, v, w) for all t, u, v, w ∈ R+ and for some p ∈ R. Further, let
E : R+ → R+ satisfying E(tx) ≤ tqE(x) for all t, x ∈ R+. Let p.q < 1
be real numbers and let f : X → Y satisfy the inequalities

‖f(x+ y + z) + f(x) + f(y) + f(z)
− f(x+ y)− f(y + z)− f(z + x)‖ ≤ H(‖x‖, ‖y‖, ‖z‖) (21.102)

and
‖f(x)− f(−x)‖ ≤ E(‖x‖) (21.103)

for some δ, θ ≥ 0 and for all x, y, z ∈ X. Then there exists a unique
quadratic mapping Q : X → Y which satisfies

‖f(x)−Q(x)‖ ≤ H(‖x‖, ‖x‖, ‖x‖)
2− 2p

+ 2‖f(0)‖ (21.104)

for all x ∈ X. If, moreover, f is measurable or f(tx) is continuous in t
for each fixed x ∈ X, then Q(tx) = t2Q(x) for all x ∈ X and t ∈ R.

Chang and Kim (2002a) also proved anathor similar theorem re-
placing the inequality ‖f(x) − f(−x)‖ ≤ E(‖x‖) by ‖f(x) + f(−x)‖ ≤
E(‖x‖).

The stability of the remaining five functional equations have been
studied by many authors. The interested reader should refer to G.H. Kim
(2001); Chang and Kim (2002a, 2002b); H.-M. Kim (2003); Bae, Jun and
Jung (2003); Kang, Lee and Lee (2004) and Jun and Kim (2004). For
more information on the stability of the quadratic functional equation
and its generalizations the reader is referred to the books by Hyers,
Isac and Rassias (1998), Jung (2001) and the survey papers by Rassias
(1998a, 1998b, 2000a).

21.6 Exercises

1. If f : R→ R satisfies the functional inequality

|f(2x+ y) + f(2x− y)− f(x+ y)− f(x− y)− 6f(x)| ≤ δ

for some positive δ and for all x, y ∈ R, then show that there exists a
unique function q : R→ R satisfying

q(2x+ y) + q(2x− y) = q(x+ y) + q(x− y) + 6q(x)
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for all x, y ∈ R such that

|f(x)− q(x)| ≤ 1
6
δ

for all x ∈ R.

2. If f : R→ R satisfies the functional inequality

|f(2x+ y) + f(x+ y)− 4f(x+ y)− f(x)− f(y)| ≤ δ

for some positive δ and for all x, y ∈ R, then show that there exists a
unique function q : R→ R satisfying

q(2x+ y) + q(x+ y) = q(x+ y) + q(x) + q(y)

for all x, y ∈ R such that

|f(x)− q(x)| ≤ 5
16
δ

for all x ∈ R.

3. If f : R→ R satisfies the functional inequality

|f(x+ y + z) + f(x+ y − z) + f(y + z − x)
+ f(z + x− y)− 4[f(x) + f(y) + f(z)]| ≤ δ

for some positive δ and for all x, y, z ∈ R, then show that there exists a
unique function q : R→ R satisfying

q(x+ y) + q(x− y) = 2q(x) + 2q(y)

for all x, y ∈ R such that

|f(x)− q(x)| ≤ 5
8
δ

for all x ∈ R.

4. If f : R→ R satisfies the functional inequality

|f(x+ y + z) + f(x− y) + f(y − z)
+ f(z − x)− 3[f(x) + f(y) + f(z)]| ≤ δ

for some positive δ and for all x, y, z ∈ R, then show that there exists a
unique function q : R→ R satisfying

q(x+ y + z) + q(x− y) + q(y − z) + q(z − x) = 3[q(x) + q(y) + q(z)]
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for all x, y ∈ R such that

|f(x)− q(x)| ≤ 1
5
δ

for all x ∈ R.

5. If f : R→ R satisfies the functional inequality

|f(x+ y + z) + f(x− y) + f(x− z)
− f(x− y − z)− f(x+ y)− f(x+ z)| ≤ δ

and
|f(x) + f(−x)− 2f(0)| ≤ ε

for some positive δ and ε and for all x, y, z ∈ R, then show that there
exists a unique function a : R→ R satisfying

a(x+ y) = a(x) + a(y)

for all x, y ∈ R such that

|f(x)− f(0)− a(x)| ≤ 2δ + ε

for all x ∈ R.

6. If f : R→ R satisfies the functional inequality

|f(x+ y) + f(x− y)− 2f(x)− 2f(y)| ≤ δ (|x|p + |y|p)

for some positive δ and p ∈ (2,∞) and for all x, y ∈ R, then show that
there exists a unique function q : R→ R satisfying

q(x+ y) + q(x− y) = 2q(x) + 2q(y)

for all x, y ∈ R such that

|f(x)− q(x)| ≤ 2
2p − 4

δ |x|p

for all x ∈ R.

7. If f : R→ R satisfies the functional inequality

|f(x+ y + z) + f(x) + f(y) + f(z)
− f(x+ y)− f(y + z)− f(z + x)| ≤ δ

and
|f(x)− f(−x)| ≤ θ

for some δ, θ ≥ 0 and for all x, y, z ∈ R, then show that there exists a
unique quadratic mapping q : R→ R which satisfies

|f(x)− q(x)| ≤ 3 δ

for all x ∈ R.
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8. Let 0 < p < 1, δ ≥ 0 and θ ≥ 0 be given. If the function f : R → R
satisfies the functional inequality∣∣∣∣2f (x+ y

2

)
− f(x)− f(y)

∣∣∣∣ ≤ δ + θ (|x|p + |y|p)

for all x, y ∈ R, then show that there exists a unique additive mapping
A : R→ R such that

|f(x)−A(x)| ≤ δ + |f(0)|+ 1
21−p − 1

θ |x|p

for all x ∈ R.

9. Let 1 < p <∞ and θ ≥ 0 be given. If the function f : R→ R satisfies
the functional inequality∣∣∣∣2f (x+ y

2

)
− f(x)− f(y)

∣∣∣∣ ≤ θ (|x|p + |y|p)

for all x, y ∈ R, then show that there exists a unique additive mapping
A : R→ R such that

|f(x)−A(x)| ≤ δ + |f(0)|+ 2p−1

21−p − 1
θ |x|p

for all x ∈ R.





Chapter 22

Stability of Davison Functional
Equation

22.1 Introduction

In Chapter 13, among others we examined the general solutions of
the Hosszú functional equation

f(x+ y − xy) + f(xy) = f(x) + f(y).

In Chapter 14, we studied the Davison functional equation

f(x+ y) + f(xy) = f(xy + x) + f(y)

and determined it is the general solution on the set of real numbers. In
the Davison equation the variables enter in a bilinear way as they do in
the Hosszú functional equation. So the Davison functional equation is a
Hosszú-like functional equation (see Davison (2001)).

The aim of this chapter is to examine the Ulam-Hyers and the Ulam-
Hyers-Rassias type stability of the Davison functional equation. The
Hyers-Ulam stability of the Davison functional equation was first treated
by Jung and Sahoo (1999).

22.2 Stability of Davison Functional Equation

In this section, we examine the Hyers-Ulam stability of the Davison
functional equation following Jung and Sahoo (1999).

Theorem 22.1. If the function f : R→ R satisfies the inequality

|f(xy) + f(x+ y)− f(xy + x)− f(y)| ≤ δ (22.1)

381
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for all x, y ∈ R and for some δ ≥ 0, then there exist an additive function
A : R→ R and a real constant b such that

|f(x)−A(x)− b| ≤ 12δ (22.2)

for all x ∈ R.

Proof. Replacing y by y + 1 in (22.2), we have

|f(xy + x) + f(x+ y + 1)− f(xy + 2x)− f(y + 1)| ≤ δ (22.3)

for any x, y ∈ R. From (22.1) and (22.3), we obtain

|f(xy) + f(x+ y) + f(x+ y + 1)− f(y)− f(xy + 2x)− f(y + 1)|
≤ |f(xy) + f(x+ y)− f(xy + x)f(y)|

+ |f(xy + x) + f(x+ y + 1)− f(xy + 2x)− f(y + 1)|
≤ 2δ (22.4)

for all x, y ∈ R. Replacing x by x
2 and y by 2y in (22.4), we obtain∣∣f(xy) + f

(x
2

+ 2y
)

+ f
(x

2
+ 2y + 1

)
− f(2y)− f(xy + x)− f(2y + 1)

∣∣ ≤ 2δ.

From (22.1) and the last inequality, we obtain∣∣∣∣f (x2 + 2y
)

+ f
(x

2
+ 2y + 1

)
− f(x+ y)− f(2y)− f(2y + 1) + f(y)

∣∣∣∣
=
∣∣∣∣f(xy) + f

(x
2

+ 2y
)

+ f
(x

2
+ 2y + 1

)
− f(2y)− f(xy + x)− f(2y + 1)−

[f(xy) + f(x+ y)− f(xy + x)− f(y)]
∣∣∣∣

≤ 3δ (22.5)

for all x, y ∈ R.

If we replace x by x− y in (22.5), we get∣∣∣∣f (x2 +
3y
2

)
+ f

(
x

2
+

3y
2

+ 1
)

− f(x)− f(2y)− f(2y + 1) + f(y)
∣∣∣∣ ≤ 3δ
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for every x, y ∈ R. Next substituting y
3 for y in the last inequality, we

get ∣∣∣∣f (x2 +
y

2

)
+ f

(x
2

+
y

2
+ 1
)
− f(x)

− f
(

2y
3

)
− f

(
2y
3

+ 1
)

+ f
(y

3

)∣∣∣∣ ≤ 3δ. (22.6)

Defining g, h : R→ R as

g(x) = f

(
2x
3

)
+ f

(
2x
3

+ 1
)
− f

(x
3

)
h(x) = f

(x
2

)
+ f

(x
2

+ 1
)

 (22.7)

for all x, y ∈ R. From (22.6) and (22.7), we get

|h(x+ y)− f(x)− g(y)| ≤ 3δ (22.8)

for all x, y ∈ R. Putting y = 0 in (22.8), we get

|h(x)− f(x)− g(0)| ≤ 3δ (22.9)

for all x ∈ R. Similarly letting x = 0 in (22.8), we have

|h(y)− f(0)− g(y)| ≤ 3δ. (22.10)

Next, we define
F (x) = f(x)− f(0)
G(x) = g(x)− g(0)
H(x) = h(x)− f(0)− g(0)

 (22.11)

for all x ∈ R. Using (22.8), (22.9), (22.10) and (22.11), we get

|H(x+ y)−H(x)−H(y)| = |h(x+ y)− h(x)− h(y) + f(0) + g(0)|
≤ |h(x+ y)− f(x)− g(y)|

+ |f(x)− h(x) + g(0)|
+ |g(y)− h(y) + f(0)|

≤ 9δ (22.12)

for all x, y ∈ R.

Now using Hyers theorem (that is, Theorem 18.3), we get that

|H(x)−A(x)| ≤ 9δ, (22.13)
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where A : R→ R is a unique additive function. Now using (22.9), (22.11)
and (22.12), we obtain

|f(x)− f(0)−A(x)| ≤ |f(x) + g(0)− h(x)|
+ |h(x)− f(0)− g(0)−A(x)|
≤ 12δ

for any x ∈ R. Thus, we have the inequality (22.2) by putting b = f(0)
in the above inequality.

Remark 22.1. Recently, Jun, Jung and Lee (2004) and Jung and Sahoo
(2006) showed that the estimate 12δ in Theorem 22.1 can be improved
to 9δ.

22.3 Generalized Stability of Davison Equation

In this section, we prove a Hyers-Ulam-Rassias type stability result
for the Davison functional equation. Theorem 22.2 of this section, which
was initially proved by Jung and Sahoo (2006), is an improved version
of the main results in Jung and Sahoo (1999, 2000a) because Theorem
22.2 gives improved bounds 9δ.

Let φ : R× R→ [0,∞) be a function with

Φ(x, y) :=
∞∑
i=0

2−iϕ(2ix, 2iy) <∞ (22.14)

for all x, y ∈ R, where we set

ϕ(x, y) := φ(6x− 2y, 2y) + φ(3x− y, 4y) + φ(3x− y, 4y + 1)

for x, y ∈ R.

Theorem 22.2. If the function f : R→ R satisfies the inequality

|f(xy) + f(x+ y)− f(xy + x)− f(y)| ≤ φ(x, y) (22.15)

for all x, y ∈ R, then there exists a unique additive function A : R→ R
such that

|f(6x)−A(x)− f(0)| ≤ 1
2

Φ(x,−x) +
1
2

Φ(x, 0) +
1
2

Φ(2x,−x) (22.16)

for any x ∈ R.
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Proof. Let us define a function g : R→ R by g(x) = f(x)− f(0). Then,
we see that g(0) = 0, and we get from (22.15) that

|g(xy) + g(x+ y)− g(xy + x)− g(y)| ≤ φ(x, y) (22.17)

for any x, y ∈ R. By (22.17), we have

|g(xy) + g(x+ y) + g(x+ y + 1)− g(y)− g(xy + 2x)− g(y + 1)|
≤ |g(xy) + g(x+ y)− g(xy + x)− g(y)|

+ |g(xy + x) + g(x+ y + 1)− g(xy + 2x)− g(y + 1)|
≤ φ(x, y) + φ(x, y + 1) (22.18)

for all x, y ∈ R. It follows from (22.17) and (22.18) that

|g(x+ 4y) + g(x+ 4y + 1)− g(2x+ 2y)− g(4y)− g(4y + 1) + g(2y)|
≤ | − g(4xy)− g(2x+ 2y) + g(4xy + 2x) + g(2y)|

+ |g(4xy) + g(x+ 4y) + g(x+ 4y + 1)
− g(4y)− g(4xy + 2x)− g(4y + 1)|

≤ φ(2x, 2y) + {φ(x, 4y) + φ(x, 4y + 1)}

for x, y ∈ R. If we replace x by x − y in the last inequality and if we
replace x by 3x in the resulting one, then we have

|g(3x+ 3y) + g(3x+ 3y + 1)− g(6x)− g(4y)− g(4y + 1) + g(2y)|
≤ ϕ(x, y) (22.19)

for all x, y ∈ R.

By (22.19), we obtain

|g(1)− g(6x)− g(−4x)− g(−4x+ 1) + g(−2x)| ≤ ϕ(x,−x),
|g(3x) + g(3x+ 1)− g(6x)− g(1)| ≤ ϕ(x, 0),
|g(3x) + g(3x+ 1)− g(12x)− g(−4x)

− g(−4x+ 1) + g(−2x)| ≤ ϕ(2x,−x)

for x, y ∈ R. From the above inequalities, we get

|2g(6x)− g(12x)|
≤ | − g(1) + g(6x) + g(−4x) + g(−4x+ 1)− g(−2x)|

+ | − g(3x)− g(3x+ 1) + g(6x) + g(1)|
+ |g(3x) + g(3x+ 1)− g(12x)− g(−4x)− g(−4x+ 1) + g(−2x)|

≤ ϕ(x,−x) + ϕ(x, 0) + ϕ(2x,−x) (22.20)



386 Introduction to Functional Equations

for each x ∈ R. Assume now that

|2ng(6x)− g(2n · 6x)|

≤
n−1∑
i=0

2n−1−i [ϕ(2ix,−2ix) + ϕ(2ix, 0) + ϕ(2i+1x,−2ix)
]

(22.21)

for some n ∈ N and for all x ∈ R. By (22.20) and (22.21), we obtain

|2n+1g(6x)− g(2n+1 6x)|
≤ 2 |2ng(6x)− g(2n 6x)|+ |2g(2n 6x)− g(2n+1 6x)|

≤
n∑
i=0

2n−i
[
ϕ(2ix,−2ix) + ϕ(2ix, 0) + ϕ(2i+1x,−2ix)

]
,

which implies that the inequality (22.21) is true for all n ∈ N.

In view of (22.14) and (22.21), we see

|2−mg(2m 6x)− 2−ng(2n 6x)|

≤
n−1∑
i=m

2−(i+1)
[
ϕ(2ix,−2ix) + ϕ(2ix, 0) + ϕ(2i+1x,−2ix)

]
→ 0 as m→∞.

Hence, {2−ng(2n 6x)} is a Cauchy sequence for each fixed x ∈ R. There-
fore, we can define a function A : R→ R by

A(x) = lim
n→∞

2−ng(2n · 6x). (22.22)

By (22.19) again, we obtain the following inequalities

| − g(3y)− g(3y + 1) + g(6x+ 6y) + g(−4x) + g(−4x+ 1)− g(−2x)|
≤ ϕ(x+ y,−x),
| − g(3x)− g(3x+ 1) + g(6x+ 6y) + g(−4y) + g(−4y + 1)− g(−2y)|
≤ ϕ(x+ y,−y),
|g(3y) + g(3y + 1)− g(12y)− g(−4y)− g(−4y + 1) + g(−2y)|
≤ ϕ(2y,−y),
|g(3x) + g(3x+ 1)− g(12x)− g(−4x)− g(−4x+ 1) + g(−2x)|
≤ ϕ(2x,−x)

for all x, y ∈ R. From the last four inequalities, we have
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|2g(6x+ 6y)− g(12x)− g(12y)|
≤ ϕ(x+ y,−x) + ϕ(x+ y,−y) + ϕ(2y,−y) + ϕ(2x,−x)

for any x, y ∈ R. If we replace x and y by 2nx and 2ny in the last in-
equality and divide both sides by 2n, then (22.14) and (22.22) yield that
A is an additive function. By (22.14), (22.21) and (22.22), we conclude
that the inequality (22.16) is true.

Now, let A′ : R → R be another additive function that satisfies the
inequality (22.16) for all x ∈ R. Then, by (22.14) and (22.16), we have

|A(x)−A′(x)|
= 2−n |A(2nx)−A′(2nx)|
≤ 2−n | − f(2n · 6x) +A(2nx) + f(0)|

+ 2−n |f(2n · 6x)−A′(2nx)− f(0)|

≤
∞∑
i=n

2−i
[
ϕ(2ix,−2ix) + ϕ(2ix, 0) + ϕ(2i+1x,−2ix)

]
→ 0 as n→∞,

for all x ∈ R, which implies the uniqueness of A.

Remark 22.2. If we let φ(x, y) = δ ≥ 0 in our Theorem 22.2, then we
obtain an improved version of Theorem 2 in Jung and Sahoo (2000a)
(or we get the same result as that of Jun, Jung and Lee (2004) that is,
there exists a unique additive function A : R→ R such that

|f(x)−A(x)− f(0)| ≤ 9δ

for all x ∈ R.

22.4 Concluding Remarks

The Hyers-Ulam stability of the Davison functional equation was first
treated by Jung and Sahoo (1999). Let E1 be a normed algebra with a
unit element 1 and let E2 be a Banach space. Let φ : E1 × E1 → [0,∞)
be a function with

Φ(x, y) :=
∞∑
n=1

2−n[ϕ(2n−1x, 2n−1y) + ϕ(2n−1x, 0) + ϕ(0, 2n−1y)] <∞
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for all x, y ∈ E1, where the function ϕ : E1 × E1 → [0,∞) is defined by

ϕ(x, y) := φ

(
x

2
− y

6
,

2
3
y

)
+ φ

(
x

2
− y

6
,

2
3
y + 1

)
+ φ

(
x− y

3
,
y

3

)
for any x, y ∈ E1.

Jung and Sahoo (1999) proved the following theorem.

Theorem 22.3. If a function f : E1 → E2 satisfies the inequality

‖f(xy) + f(x+ y)− f(xy + x)− f(y)‖ ≤ φ(x, y) (22.23)

for all x, y ∈ E1, then there exists a unique additive map A : E1 → E2

such that
‖f(x)−A(x)− f(0)‖ ≤ ϕ(x, 0) + Φ(x, x) (22.24)

for all x ∈ E1.

As a corollary, one can obtain the result:. If f : E1 → E2 satisfies the
inequality

‖f(xy) + f(x+ y)− f(xy + x)− f(y)‖ ≤ δ

for all x, y ∈ E1, then there exists a unique additive map A : E1 → E2

such that ‖f(x) − A(x) − f(0)‖ ≤ 12δ for every x ∈ E1. This result
was established by Jung and Sahoo (2000) concerning the Hyers-Ulam
stability of the Davison functional equation for a class of functions from
a field (or a commutative algebra) of characteristics different from 2 and
3 into a Banach space. Jun, Jung and Lee (2004) have also studied the
Hyers-Ulam stability of the Davison functional equation and improved
the estimate obtained by Jung and Sahoo (1999). They showed that the
estimate 12δ could be improved to 9δ.

Y.-H. Kim (2002) using mostly a similar argument of the proof of
Theorem 22.3 due to Jung and Sahoo (1999) obtained the following
result.

Theorem 22.4. If a function f : E1 → E2 satisfies the inequality

‖f(xy) + f(x+ y)− f(xy + x)− f(y)‖ ≤ φ(x, y) (22.25)

for all x, y ∈ E1, then there exists a unique additive map A : E1 → E2

such that

‖h(x)−A(x)‖ ≤ ‖f(0)‖+ ‖g(0)‖+ Φ(x, x)
‖f(x)−A(x)‖ ≤ ‖f(0)‖+ 2‖g(0)‖+ ϕ(x, 0) + Φ(x, x)
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‖g(x)−A(x)‖ ≤ 2‖f(0)‖+ ‖g(0)‖+ ϕ(0, x) + Φ(x, x)

for all x ∈ E1, where the functions g, h : E1 → E2 are defined by

g(x) = f(2x/3) + f(2x/3 + 1)− f(x/3),
h(x) = f(x/2) + f(x/2 + 1).

Jun, Jung and Lee (2004) proved the following result. Suppose F
is a ring with the unit element. Let E be a Banach space. Further, let
ϕ : F × F → [0,∞) satisfy the condition

∞∑
n=1

2−nϕ(2n−1x, 2n−1y + z) <∞ for all x, y, z ∈ F .

Theorem 22.5. If a function f : F → E satisfies the inequality

||f(xy) + f(x+ y)− f(xy + x)− f(y)|| ≤ ϕ(x, y)

for all x, y ∈ F , then there exists a unique additive function A : F → E
such that

||f(6x)−A(x)− f(0)|| ≤
∞∑
n=0

M(2nx)
2n

for all x ∈ F , where

M(x) =
1
2
[
ϕ(4x,−4x) + ϕ(4x,−4x+ 1) + ϕ(8x,−2x)

+ ϕ(3x, 0) + ϕ(3x, 1) + ϕ(6x, 0) + ϕ(7x,−x)

+ ϕ(7x,−4x+ 1) + ϕ(14x, 2x)
]
.

Wang (2002) studied the approximate remainder

φ(x, y) = f(xy) + f(x+ y)− f(xy + x)− f(y)

for function f : G → E, where G is an algebra over the rational num-
ber field with a unit element e and E is a real or complex Hausdorff
topological vector space. Let

ϕ(x, y) = φ

(
x

2
− y

6
,

2
3
y

)
+ φ

(
x

2
− y

6
,

2
3
y + e

)
− φ

(
x− y

3
,
y

3

)
.

Wang found the conditions under which for some positive integer p and

for all x ∈ G there exists a limit T (x) = lim
n→∞

f(pnx)
pn

and T : G→ E is

an additive function such that

T (x)− f(x) + f(θ) = lim
n→∞

1
pn

pn−1∑
k=1

[
ϕ(x, kx)− ϕ(θ, kx)

]
.
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Y.-H. Kim (2002) studied the Hyers-Ulam-Rassias stability of two
Pexider-type Davison functional equation, namely,

f(xy) + f(x+ y) = g(xy + x) + g(y)

and
f(xy) + g(x+ y) = f(xy + x) + g(y)

for all x, y ∈ E1 and f, g : E1 → E2, where E1 is a normed algebra with
a unit element 1 and E2 is a Banach space. Jun, Jung and Lee (2004)
studied Hyers-Ulam-Rassias stability of the functional equation

f(xy) + g(x+ y) = h(xy + x) + k(y)

for all x, y ∈ E1 and f, g, h, k : E1 → E2.

22.5 Exercises

1. Let f : R→ R be a function. Prove or disprove that if the function

(x, y) 7→ f(x+ y + xy)− f(x+ y)− f(xy) ∀x, y ∈ R

is bounded on R2, then there exists an additive function A : R→ R such
that f −A is bounded on R.

2. Let f : R→ R be a function. Prove or disprove that if the function

(x, y) 7→ f(x+ y − xy) + f(x+ xy)− 2f(x)− f(y) ∀x, y ∈ R

is bounded on R2, then there exists an additive function A : R→ R such
that f −A is bounded on R.

3. Let f : R→ R be a function. Prove or disprove that if the function

(x, y) 7→ f(x+ y+xy) + f(x+ y)− 2f(x)− 2f(y)− f(xy) ∀x, y ∈ R

is bounded on R2, then there exists an additive function A : R→ R such
that f −A is bounded on R.

4. Let f : R→ R be a function. Prove or disprove that if the function

(x, y) 7→ f(x− xy) + f(xy)− f(x) ∀x, y ∈ R

is bounded on R2, then there exists an additive function A : R→ R such
that f −A is bounded on R.



Chapter 23

Stability of Hosszú Functional
Equation

23.1 Introduction

In this chapter, we prove the stability of the Hosszú functional equa-
tion and a functional equation that generalizes the Hosszú functional
equation. In 1993, Kannappan and Sahoo determined the general solu-
tion f, g, h, k : R→ R of the functional equation

f(x+ y − αxy) + g(xy) = h(x) + k(y) (23.1)

for all x, y ∈ R (see also Ebanks, Kannappan and Sahoo (1992b)). Here
α is an a priori chosen parameter. If α = 1, then (23.1) is a pexiderized
version of the Hosszú functional equation, namely,

f(x+ y − xy) + f(xy) = f(x) + f(y).

If α = 0, then (23.1) reduces to

f(x+ y) + g(xy) = h(x) + k(y).

This functional equation was studied by Kannappan and Sahoo (1993)
to characterize Cauchy differences that depend on the product of argu-
ments.

In Chapter 18, we proved a result due to Hyers (1941). We reproduce
that theorem for the sake of convenience.

Theorem 23.1. If f : R→ R is a real function satisfying

|f(x+ y)− f(x)− f(y)| ≤ δ

for some δ ≥ 0 and for all x, y ∈ R, then there exists a unique additive
function A : R→ R such that

|f(x)−A(x)| ≤ δ

for any x ∈ R.

391
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We will use this theorem to establish a theorem concerning the Hyers-
Ulam stability of the Hosszú functional equation in the next section.

23.2 Stability of Hosszú Functional Equation

The next result was established by Gǎvruta (2000) concerning
the Hyers-Ulam stability of Hosszú’s functional equation (cf. Losonczi
(1996)).

Theorem 23.2. Suppose that f : R→ R satisfies the inequality

|f(x+ y − xy) + f(xy)− f(x)− f(y)| ≤ δ (23.2)

for all x, y ∈ R with δ ≥ 0. Then there exists a unique additive function
A : R→ R such that

|f(x)−A(x) +A(1)− f(1)| ≤ 9 δ (23.3)

for all x, y ∈ R.

Proof. We consider x ∈ R \ {0} and substitute y = 1
x in (23.2) to get∣∣∣∣f (x+

1
x
− 1
)

+ f(1)− f(x)− f
(

1
x

)∣∣∣∣ ≤ δ. (23.4)

Next, replacing x by xy and y by 1
x in (23.2), we obtain∣∣∣∣f (y)− f(xy)− f

(
1
x

)
+ f

(
xy +

1
x
− y
)∣∣∣∣ ≤ δ. (23.5)

From (23.2), (23.4) and (23.5), we get

2
∣∣∣∣f(x+ y − xy) + f

(
xy +

1
x
− y
)
− f

(
x+

1
x
− 1
)
− f(1)

∣∣∣∣
≤ |f(x+ y − xy)− f(x)− f(y) + f(xy)|

+
∣∣∣∣f(y)− f

(
xy +

1
x
− y
)
− f(xy)− f

(
1
x

)∣∣∣∣
+
∣∣∣∣f ( 1

x

)
+ f(x)− f(1)− f

(
x+

1
x
− 1
)∣∣∣∣

≤ 3 δ.
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If we set
x+ y − xy = z, xy +

1
x
− y = t,

it follows that
x+

1
x

= z + t.

Hence, for z + t > 2, there exists a solution

x > 1 and y =
z − x
1− x

.

Therefore
|f(z) + f(t)− f(z + t− 1)− f(1)| ≤ 3 δ (23.6)

for z + t > 2. Let us set

g(z) = f(z + 1)− f(1)

for all z ∈ R. From (23.6), we obtain

|g(z) + g(t)− g(z + t)| ≤ 3 δ (23.7)

for all z, t ∈ R with z + t > 0.

If z + t ≤ 0, we take s ∈ R such that

z + t+ s > 0 and t+ s > 0.

Thus
|g(z + t) + g(s)− g(z + t+ s)| ≤ 3 δ,

|g(t+ s)− g(t)− g(s)| ≤ 3 δ,

|g(z + t+ s)− g(z)− g(t+ s)| ≤ 3 δ.

Hence
|g(z + t)− g(z)− g(t)| ≤ 9 δ

for all z, t ∈ R. From a result of Hyers, it follows that there exists a
unique additive mapping A : R→ R such that

|g(x)−A(x)| ≤ 9 δ

for all x ∈ R. Since g(x) = f(x + 1) − f(1) for all x ∈ R, therefore we
have

|g(x)−A(x)| = |f(x+ 1)− f(1)−A(x)|
= |f(x)− f(1)−A(x− 1)|
= |f(x)− f(1)−A(x) +A(1)|,

and hence
|f(x)−A(x) +A(1)− f(1)| ≤ 9 δ

for all x ∈ R. Now the proof of the theorem is complete.
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Remark 23.1. Volkmann (1998) has proved that the estimate given by
Gǎvruta (2000) in Theorem 23.2 can be improved from 9δ to 4δ.

Remark 23.2. The proof of Theorem 23.2 works exactly the same way
if one replaces the range of the function f by a Banach space.

The following result was established by Jung and Sahoo (1999) (see
also Jung and Sahoo (2000a)) and was proved in Chapter 22 (see the
proof of Theorem 22.1). Here we reproduce the theorem for the benefit
of the reader. Note that the estimate in Theorem 22.1 can be improved
to 9 δ from 12δ.

Theorem 23.3. If the function f : R→ R satisfies the inequality

|f(xy) + f(x+ y)− f(xy + x)− f(y)| ≤ δ

for all x, y ∈ R and for some δ ≥ 0, then there exists a unique additive
function A : R→ R and a real constant b := f(0) such that

|f(x)−A(x)− b| ≤ 9δ

for all x ∈ R.

In the next section, we prove the Hyers-Ulam stability of the equation
(23.1) by using Theorem 23.1 due to Hyers (1941), Theorem 23.2 due to
Gǎvruta (2001), Remark 23.1 and Theorem 23.3 due to Jung and Sahoo
(1999).

23.3 Stability of Pexiderized Hosszú Functional
Equation

In the following theorem we show the Hyers-Ulam stability of the
functional equation (23.1) for the case α = 0. For the sake of convenience,
we shall write the functional equation (23.1) as f(x + y) − g(xy) =
h(x) + k(y).

Theorem 23.4. If functions f, g, h, k : R → R satisfy the functional
inequality

|f(x+ y)− g(xy)− h(x)− k(y)| ≤ δ (23.8)

for some δ ≥ 0 and for all x, y ∈ R, then there exist unique additive
functions A1, A2 : R→ R such that for all x ∈ R

|g(x)− 2A1(x)− δ2| ≤ 108 δ,
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|f(x)−A1(x2)−A2(x)− δ1| ≤
117
2
δ,

|h(x)−A1(x2)−A2(x)− δ3| ≤
119
2
δ,

|k(x)−A1(x2)−A2(x)− δ4| ≤
119
2
δ,

where δ1, δ2, δ3, δ4 are constants in R satisfying |δ1 − δ2 − δ3 − δ4| ≤ δ
2 .

Proof. Letting x = 0 in (23.8), we get

|f(y)− k(y)− b1| ≤ δ (23.9)

where b1 = g(0) + h(0). Putting y = 0 in (23.8), we have

|f(x)− h(x)− b2| ≤ δ, (23.10)

where b2 = g(0) + k(0). Finally, letting x = 0 and y = 0 in (23.8), we
obtain

|f(0)− g(0)− h(0)− k(0)| ≤ δ. (23.11)

Using (23.8), (23.9) and (23.10), we see that

|f(x+ y)− g(xy)− f(x)− f(y) + b1 + b2|
= | f(x+ y)− g(xy)− h(x)− k(y)

+ h(x)− f(x) + b2 + k(y)− f(y) + b1 |
≤ | f(x+ y)− g(xy)− h(x)− k(y) |

+ |h(x)− f(x) + b2 |+ | k(y)− f(y) + b1 |
≤ 3 δ.

Hence, we have

|f(x+ y)− g(xy)− f(x)− f(y) + b1 + b2| ≤ 3 δ (23.12)

for all x, y ∈ R. Defining

φ(x) = f(x)− b1 − b2 (23.13)

and using (23.13) in inequality (23.12), we have

|φ(x+ y)− g(xy)− φ(x)− φ(y)| ≤ 3 δ (23.14)

for all x, y ∈ R. From (23.14), we see that

|φ(x+ y + z)− g(xz + yz)− φ(x+ y)− φ(z)| ≤ 3 δ, (23.15)
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|φ(x+ y + z)− g(xy + xz)− φ(x)− φ(y + z)| ≤ 3 δ, (23.16)

|φ(y + z)− g(yz)− φ(y)− φ(z)| ≤ 3 δ. (23.17)

Now using (23.14), (23.15), (23.16) and (23.17), we obtain

|g(xy + xz) + g(yz)− g(xy)− g(xz + yz)|
= |φ(x+ y)− g(xy)− φ(x)− φ(y)|

+ |φ(x+ y + z)− g(xz + yz)− φ(x+ y)− φ(z) |
+ |φ(x) + φ(y + z) + g(xy + xz)− φ(x+ y + z) |
+ |φ(y) + φ(z) + g(yz)− φ(y + z) |

≤ 12 δ

which is

|g(xy + xz) + g(yz)− g(xy)− g(xz + yz)| ≤ 12 δ (23.18)

for all x, y, z ∈ R. Letting z = 1 in (23.18), we have

|g(xy + x) + g(y)− g(xy)− g(x+ y)| ≤ 12 δ

for all x, y ∈ R. From Theorem 23.3, we see that

|g(x)−A(x)− δ2| ≤ 108 δ, (23.19)

where A : R → R is a unique additive map and δ2 = g(0). Now writing
A = 2A1 in (23.19), where A1 is an additive map and uniquely deter-
mined by A, we have

|g(x)− 2A1(x)− δ2| ≤ 108 δ (23.20)

for all x ∈ R.

Letting y = −x in (23.14), we have

|φ(0)− g(−x2)− φ(x)− φ(−x)| ≤ 3 δ (23.21)

for all x ∈ R. Now using (23.20) and (23.21), we see that

|φ(x) + φ(−x)− 2A1(x2) + g(0)− φ(0)|
≤
∣∣φ(x) + φ(−x) + g(−x2)− φ(0)

∣∣+
∣∣ g(−x2)− 2A1(−x2)− g(0)

∣∣
≤ 111 δ.

Thus, we have∣∣φ(x) + φ(−x)− 2A1(x2) + g(0)− φ(0)
∣∣ ≤ 111 δ (23.22)
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for all x ∈ R.

Replacing x by −x and y by −y in (23.14), we obtain

|φ(−(x+ y))− g(xy)− φ(−x)− φ(−y)| ≤ 3 δ (23.23)

for all x, y ∈ R. From (23.14) and (23.23), we observe that

|φ(x+ y)− φ(−(x+ y))− φ(x) + φ(−x)− φ(y) + φ(−y)|
≤ |φ(x+ y)− g(xy)− φ(x)− φ(y) |

+ |φ(−x) + φ(−y) + g(xy)− φ(−(x+ y)) |
≤ 6 δ

for all x, y ∈ R. Defining F : R→ R by

F (x) = φ(x)− φ(−x) ∀x ∈ R (23.24)

and using this F in the last inequality, we have the functional inequality

|F (x+ y)− F (x)− F (y)| ≤ 6 δ

for all x, y ∈ R. By Theorem 23.1, there is a unique additive function
A0 : R→ R such that

|F (x)−A0(x)| ≤ 6 δ (23.25)

for all x ∈ R. Writing A0 = 2A2 in (23.25), where A2 : R → R is an
additive map and then using (23.24), we have

|φ(x)− φ(−x)− 2A2(x)| ≤ 6 δ (23.26)

for all x ∈ R.

Using (23.22) and (23.26), we see that

|2φ(x)− 2A1(x2)− 2A2(x) + g(0)− φ(0)|
≤
∣∣φ(x) + φ(−x)− 2A1(x2) + g(0)− φ(0)

∣∣
≤ + |φ(x)− φ(−x)− 2A2(x) |
≤ 117 δ

for all x ∈ R. Hence∣∣∣∣φ(x)−A1(x2)−A2(x) +
1
2

[g(0)− φ(0)]
∣∣∣∣ ≤ 117

2
δ. (23.27)

Since φ(x) = f(x) − b1 − b2 = f(x) − 2g(0) − h(0) − k(0), from the
inequality (23.27), we have∣∣f(x)−A1(x2)−A2(x)− δ1

∣∣ ≤ 117
2
δ, (23.28)
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where δ1 = 1
2 [f(0) + g(0) + h(0) + k(0)]. We can easily prove the

uniqueness of A2 satisfying the inequality (23.28).

Next, using (23.9) and (23.28), we see that

|k(x)−A1(x2)−A2(x) + b1 − δ1|
≤ | k(x)− f(x) + b1 |+

∣∣f(x)−A1(x2)−A2(x)− δ1
∣∣

≤ 119
2
δ

for all x ∈ R. Hence∣∣k(x)−A1(x2)−A2(x)− δ4
∣∣ ≤ 119

2
δ,

where δ4 = 1
2 [f(0)− g(0)− h(0) + k(0)].

Finally, using (23.10) and (23.28), we see that

|h(x)−A1(x2)−A2(x) + b2 − δ1|
≤ |h(x)− f(x) + b2 |+

∣∣f(x)−A1(x2)−A2(x)− δ1
∣∣

≤ 119
2
δ

for all x ∈ R. Hence∣∣h(x)−A1(x2)−A2(x)− δ3
∣∣ ≤ 119

2
δ,

where δ3 = 1
2 [f(0)− g(0) + h(0)− k(0)].

In view of the inequality (23.11), it is easy to check that the constants
δ1, δ2, δ3, δ4 satisfy |δ1− δ2− δ3− δ4| = 1

2 |f(0)− g(0)−h(0)−k(0)| ≤ δ
2 .

Now the proof of the theorem is complete.

In the next theorem we treat the stability of the functional equation
(23.1) when the parameter α 6= 0.

Theorem 23.5. If functions f, g, h, k : R → R satisfy the functional
inequality

|f(x+ y − αxy) + g(xy)− h(x)− k(y)| ≤ δ (23.29)

for some δ ≥ 0 and for all x, y ∈ R, then there exists unique additive
function A : R→ R such that for all x ∈ R

|f(x)−A(αx)− a| ≤ 24 δ,
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|h(x)−A(αx)− a− b1| ≤ 25 δ,

|k(x)−A(αx)− a− b2| ≤ 25 δ,

|g(x)−A(α2x)− a− b1 − b2| ≤ 27 δ,

where a = f
(

1
α

)
−A(1), b1 = g(0)− k(0), and b2 = g(0)− h(0).

Proof. Letting y = 0 in (23.29), we get

|f(x)− h(x) + b1| ≤ δ (23.30)

where b1 = g(0)− k(0). Putting x = 0 in (23.29), we have

|f(y)− k(y) + b2| ≤ δ (23.31)

where b2 = g(0)− h(0). Using (23.29), (23.30) and (23.31), we see that

|f(x+ y − αxy) + g(xy)− f(x)− f(y)− b1 − b2|
= | f(x+ y − αxy) + g(xy)− h(x)− k(y)

+ h(x)− f(x)− b1 + k(y)− f(y)− b2 |
≤ | f(x+ y − αxy) + g(xy)− h(x)− k(y) |

+ |h(x)− f(x)− b1 |+ | k(y)− f(y)− b2 |
≤ 3 δ.

Hence

|f(x+ y − αxy) + g(xy)− f(x)− f(y)− b1 − b2| ≤ 3 δ (23.32)

for all x, y ∈ R. Since α 6= 0, substituting y = 1
α in (23.32), we obtain∣∣∣g (x

α

)
− f(x)− b1 − b2

∣∣∣ ≤ 3 δ (23.33)

for all x ∈ R. Now replacing x by αx in (23.33), we have

|g (x)− f(αx)− b1 − b2| ≤ 3 δ (23.34)

for all x ∈ R. From (23.32) and (23.34), we have

|f(x+ y − αxy) + f(αxy)− f(x)− f(y)|
= | f(x+ y − αxy) + g(xy)− f(x)− f(y)− b1 − b2

+ f(αxy)− g(xy) + b1 + b2 |
≤ | f(x+ y − αxy) + g(xy)− f(x)− f(y)− b1 − b2 |

+ | f(αxy)− g(xy) + b1 + b2 |
≤ 6 δ.
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Thus we have

|f(x+ y − αxy) + f(αxy)− f(x)− f(y)| ≤ 6 δ (23.35)

for all x, y ∈ R. Replacing x by x
α and y by y

α in (23.35), we obtain∣∣∣∣f (x+ y − xy
α

)
+ f

(xy
α

)
− f

(x
α

)
− f

( y
α

)∣∣∣∣ ≤ 6 δ. (23.36)

Defining ψ : R→ R by

ψ(x) = f
(x
α

)
∀x ∈ R (23.37)

and using it in (23.36), we see that

|ψ(x+ y − xy) + ψ(xy)− ψ(x)− ψ(y)| ≤ 6 δ

for all x, y ∈ R. Hence by Theorem 23.2 and Remark 23.1, there exists
a unique additive map A : R→ R such that for all x ∈ R

|ψ(x)−A(x)− a| ≤ 24 δ, (23.38)

where a = ψ(1)−A(1). Thus from (23.37) and (23.38), we obtain

|f(x)−A(αx)− a| ≤ 24 δ, (23.39)

where a = f
(

1
α

)
−A(1).

From (23.30) and (23.39), we get

|h(x)−A(αx)− a− b1|
≤ |h(x)− f(x)− b1 |+ |f(x)−A(αx)− a |
≤ 25 δ

for all x ∈ R. Similarly, from (23.31) and (23.39), we have

|k(x)−A(αx)− a− b2|
≤ | k(x)− f(x)− b2 |+ |f(x)−A(αx)− a |
≤ 25 δ.

Finally, from (23.34) and (23.39), we get

|g(x)−A(α2x)− a− b1 − b2|
≤ | g(x)− f(αx)− b1 − b2 |+

∣∣f(αx)−A(α2x)− a
∣∣

≤ 27 δ.

The proof of the theorem is now complete.
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23.4 Concluding Remarks

Borelli (1994) was the first person to study the Hyers-Ulam stability
of the Hosszú functional equation on a field of real numbers R. He proved
the following theorem.

Theorem 23.6. Let f : R→ R be a function satisfying

|f(x+ y − xy) + f(xy)− f(x)− f(y)| ≤ δ (23.40)

for all x, y ∈ R and for some δ > 0. There exists an additive function
A : R → R such that the difference f − A is bounded if and only if the
even part h of f satisfies

|h(x+ y − xy) + h(xy)− h(x)− h(y)| ≤ ε

for some positive ε.

Let Y be a Banach space. Losonczi (1996) improved Borelli’s result
by proving the following theorem.

Theorem 23.7. Let f : R→ Y be a function satisfying

||f(x+ y − xy) + f(xy)− f(x)− f(y)|| ≤ δ (23.41)

for all x, y ∈ R and for some δ > 0. Then there exists a unique additive
function A : R→ Y and a unique constant b in Y such that

||f(x)−A(x)− b|| ≤ 20δ for all x ∈ R.

The constant 20 appearing in the above theorem was improved to 4
by Volkmann (1998). Gǎvruta (2000a) also improved the constant 20 to
9. However, his bound was not sharper than Volkmann’s.

Tabor (1996) investigated the stability of the Hosszú functional equa-
tion on the unit interval [0, 1]. He proved that the Hosszú functional
equation on the unit interval [0, 1] is not stable. For every δ > 0, one can
find a function fδ : U → R such that

|fδ(x+ y − xy) + fδ(xy)− fδ(x)− fδ(y)| ≤ δ for x, y ∈ U ,

but which cannot be “approximated” by any solution of the Hosszú
functional equation on the unit interval.
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Jung and Sahoo (2002a) investigated the Hyers-Ulam stability of a
generalized Hosszú functional equation, namely,

f(x+ y − αxy) + g(xy) = h(x) + k(y),

where f, g, h, k are functions of a real variable with values in a Banach
space.

Let E = {x2 | x ∈ E} ∪ {−x2 | x ∈ E}. It is easy to see that R is an
example of such a space. Let Y be a real Banach space. Jung (1996b)
considered the following functional equation

f(x2 − y2 + rxy) = f(x2)− f(y2) + rf(xy)

for all x, y ∈ E, where r is a real number, and established the following
stability result.

Theorem 23.8. Let p < 1, r > 0, r 6= 1 and δ > 0 be given. Suppose
f : E→ Y is a mapping such that

||f(x2 − y2 + rxy)− f(x2) + f(y2)− rf(xy)|| ≤ δ (||x||p + ||y||p)

for all x, y ∈ E. Then there exists a unique mapping T : E→ Y satisfying

||T (x)− f(x)|| ≤ 2δ
|r − rp|

||x||p ∀x ∈ E

and
T (x2 − y2 + rxy) = T (x2)− T (y2) + r T (xy)

for all x, y ∈ E.

The above theorem of Jung (1996b) was generalized by G.H. Kim
(1997).

Theorem 23.9. Let p < 1, r > 0, r 6= 1 and δ > 0 be given. Let
ϕ : E× E→ [0,∞) such that

Φ(x, y) :=
∞∑
k=0

r−kϕ
(
r
k
2 x, r

k
2 y
)
<∞

for all x, y ∈ E. Suppose f : E→ Y is a mapping such that

||f(x2 − y2 + rxy)− f(x2) + f(y2)− rf(xy)|| ≤ ϕ(x, y)

for all x, y ∈ E. Then there exists a unique mapping T : E→ Y satisfying

||T (x)− f(x)|| ≤


1
r Φ(z, z), if x = z2,

1
r Φ(z,−z), if x = −z2.
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and
T (x2 − y2 + rxy) = T (x2)− T (y2) + r T (xy)

for all x, y ∈ E.

At this time we are not aware of any result related to the stability
of the Hosszú functional equation when the domain of the unknown
function is other than R. It would be nice to have a Hyers-Ulam type
result on an arbitrary field F. Also, there is no stability result when one
replaces the inequality

|f(x+ y − xy) + f(xy)− f(x)− f(y)| ≤ δ

by
|f(x+ y − xy) + f(xy)− f(x)− f(y)| ≤ δ(|x|p + |y|p),

where p ∈ R \ {1}.

23.5 Exercises

1. Let α ≥ 0 be a real number. Show that if f : R → R satisfies the
functional inequality

|f(x+ y)− f(x)− f(y)| ≤ δ (x+ y ≥ α)

for some nonnegative δ, then there exists a unique solution a : R→ R of
the functional equation a(x+ y) = a(x) + a(y) for all x, y ∈ R such that

|f(x)− a(x)| ≤ δ

for all x ∈ R.

2. Show that if f : R→ R satisfies the functional inequality

|f(x+ y − xy) + f(xy)− f(x)− f(y)| ≤ δ

for some nonnegative δ and for all x, y ∈ R, then there exists a unique
solution a : R→ R of the functional equation a(x+ y) = a(x) + a(y) for
all x, y ∈ R and real constant b such that

|f(x)− a(x)− b| ≤ 4 δ

for all x ∈ R.
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3. Let r ∈ (0, 1) ∪ (1,∞) be a real number. Show that if f : R → R
satisfies the functional inequality

|f(x2 − y2 + rxy)− f(x2) + f(y2)− r f(xy)| ≤ δ

for some nonnegative δ and for all x, y ∈ R, then there exists a unique
solution g : R → R of the functional equation g(x2 − y2 + rxy) =
g(x2)− g(y2) + r g(xy) for all x, y ∈ R such that

|f(x)− g(x)| ≤ δ

|r − rp|

for all x ∈ R.

4. Prove or disprove, if f : R→ R satisfies the functional inequality

|f(x+ y + xy)− f(xy)− f(x)− f(y)| ≤ δ

for some nonnegative δ and for all x, y ∈ R, then there exists a unique
solution a : R→ R of the functional equation a(x+ y) = a(x) + a(y) for
all x, y ∈ R and real constant b such that |f(x)− a(x)− b is bounded on
the set of reals R.

5. If the function f : R→ R satisfies the functional inequality

|f(xy + x) + f(y)− f(xy + y)− f(x)| ≤ δ

for some nonnegative δ and for all x, y ∈ R, then show that there exists
a unique additive function A : R→ R such that

|f(x)−A(x)− b)| ≤ 12 δ

for some constant b ∈ R and for all x ∈ R.



Chapter 24

Stability of Abel Functional
Equation

24.1 Introduction

In his 1823 manuscript, Abel had considered, among others, the func-
tional equation

f(x+ y) = g(xy) + h(x− y), x, y ∈ R, (24.1)

where f, g, h : R→ R. In the same manuscript he gave the differentiable
solutions of (24.1). Hilbert suggested in connection with his fifth prob-
lem, that, while the theory of differential equations provides elegant and
powerful techniques for solving functional equations, the differentiability
assumptions are not inherently required (see Aczél (1989)). Motivated
by Hilbert’s suggestion many researchers in functional equations have
treated various functional equations without any regularity assumptions.
The general solution of (24.1) was given by Aczél (1989) and also inde-
pendently by Lajkó (1994) (see also Lajkó (1987)) without any regularity
assumption. Chung, Ebanks, Ng and Sahoo (1994) determined the gen-
eral solution of the Abel functional equation for f, g, h : F→ G, where F
is a field belonging to a certain class, and G is an abelian group. When
the general solution of a functional equation is known without any regu-
larity assumptions, it is possible to obtain the Hyers-Ulam type stability
result. In this chapter, we investigate the Hyers-Ulam stability of this
Abel functional equation.

24.2 Stability Theorem

In the following theorem we present the Hyers-Ulam stability of the
functional equation (24.1).

405
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Theorem 24.1. If functions f, g, h : R → R satisfy the functional in-
equality

|f(x+ y)− g(xy)− h(x− y)| ≤ ε (24.2)

for some ε ≥ 0 and for all x, y ∈ R, then there exists a unique additive
function A : R→ R such that∣∣∣∣f(x)−A

(
x2

4

)
− f(0)

∣∣∣∣ ≤ 22 ε,

|g(x)−A(x)− f(0) + h(0)| ≤ 21 ε,∣∣∣∣h(x)−A
(
x2

4

)
− h(0)

∣∣∣∣ ≤ 22 ε

for all x ∈ R.

Proof. Letting y = 0 in (24.2), we get

|f(x)− g(0)− h(x)| ≤ ε (24.3)

for all x ∈ R. Putting x = 0 = y in (24.2), we have

|f(0)− g(0)− h(0)| ≤ ε. (24.4)

Next letting x = y = t
2 in (24.2), we obtain∣∣∣∣f(t)− g

(
t2

4

)
− h(0)

∣∣∣∣ ≤ ε (24.5)

for all t ∈ R. Finally substituting x = −y = t
2 in (24.2), we have∣∣∣∣f(0)− g

(
− t

2

4

)
− h(t)

∣∣∣∣ ≤ ε (24.6)

for all t ∈ R. Using (24.2), (24.5) and (24.6), we see that∣∣∣∣g( (x+ y)2

4

)
− g(xy) + h(0)− f(0) + g

(
− (x− y)2

4

)∣∣∣∣
=
∣∣∣∣ f(x+ y)− g(xy)− h(x− y)

+ g

(
(x+ y)2

4

)
− f(x+ y) + h(0)

+ g

(
− (x− y)2

4

)
+ h(x− y)− f(0)

∣∣∣∣
≤ | f(x+ y)− g(xy)− h(x− y) |
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+
∣∣∣∣ g( (x+ y)2

4

)
− f(x+ y) + h(0)

∣∣∣∣
+
∣∣∣∣ g(− (x− y)2

4

)
+ h(x− y)− f(0)

∣∣∣∣
≤ 3 ε.

Hence, we have∣∣∣∣g( (x+ y)2

4

)
− g(xy) + h(0)− f(0) + g

(
− (x− y)2

4

)∣∣∣∣ ≤ 3 ε (24.7)

for all x, y ∈ R. If we substitute

xy = u and
(x− y)2

4
= v

then

u+ v =
(x+ y)2

4
and hence u+ v ≥ 0.

Now substituting xy = u and (x−y)2

4 = v in (24.7), we obtain

|g (u+ v)− g(u) + g(−v) + h(0)− f(0)| ≤ 3 ε (24.8)

for all u, v ∈ R with u+ v ≥ 0. Defining

G(u) = g(u) + h(0)− f(0) (24.9)

for all u ∈ R, we see that the inequality (24.8) becomes

|G (u+ v)−G(u) +G(−v)| ≤ 3 ε (24.10)

for all u, v ∈ R with u+ v ≥ 0. Letting u = 0 in (24.10), we obtain

|G (v)−G(0) +G(−v)| ≤ 3 ε (24.11)

for all v ∈ R. Hence using (24.10), (24.11), (24.9) and (24.4), we see that

|G(u+ v)−G(u)−G(v)|
= |G(u+ v)−G(u) +G(−v)−G(−v)−G(v) +G(0)−G(0)|
≤ |G(u+ v)−G(u) +G(−v)|+ |G(−v) +G(v)−G(0)|+ |G(0)|
≤ 7 ε.

Thus, we have
|G(u+ v)−G(u)−G(v)| ≤ 7 ε (24.12)

for all u, v ∈ R with u+ v ≥ 0.
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Choose u, v ∈ R such that u+v < 0. Then there exists a real number
x ≥ 0 such that x+ u ≥ 0 and x+ u+ v ≥ 0. By (24.12), we have

|G(x) +G(u+ v)−G(x+ u+ v)| ≤ 7 ε, (24.13)

|G(x+ u+ v)−G(x+ u)−G(v)| ≤ 7 ε (24.14)

and
|G(x+ u)−G(x)−G(u)| ≤ 7 ε. (24.15)

Therefore, we have

|G(u+ v) +G(u)−G(v)|
= |G(x) +G(u+ v)−G(x+ u+ v) +G(x+ u+ v)−G(x+ u)

− G(v) +G(x+ u)−G(x)−G(u)|
≤ |G(x) +G(u+ v)−G(x+ u+ v)|

+ |G(x+ u+ v)−G(x+ u)−G(v)|
+ |G(x+ u)−G(x)−G(u)|

≤ 21 ε.

Hence
|G(u+ v)−G(u)−G(v)| ≤ 21 ε (24.16)

for all u, v ∈ R with u+ v < 0. From (24.12) and (24.16), we see that

|G(u+ v)−G(u)−G(v)| ≤ 21 ε (24.17)

holds for all u, v ∈ R. Using Theorem 18.3 and Remark 18.1, we obtain

|G(u)−A(u)| ≤ 21 ε (24.18)

for all u ∈ R and for some unique additive map A : R→ R. From (24.18)
and (24.9), we have

|g(x)−A(x)− f(0) + h(0)| ≤ 21 ε (24.19)

for all x ∈ R.

From (24.19) and (24.5), we get∣∣∣∣f(x)−A
(
x2

4

)
− f(0)

∣∣∣∣
≤
∣∣∣∣f(x)− g

(
x2

4

)
− h(0)

∣∣∣∣+
∣∣∣∣g(x2

4

)
−A

(
x2

4

)
− f(0) + h(0)

∣∣∣∣
≤ 22 ε.
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Hence ∣∣∣∣f(x)−A
(
x2

4

)
− f(0)

∣∣∣∣ ≤ 22 ε. (24.20)

Similarly, from (24.19) and (24.6), we get∣∣∣∣h(x)−A
(
x2

4

)
− h(0)

∣∣∣∣
≤
∣∣∣∣h(x) + g

(
−x

2

4

)
− f(0)

∣∣∣∣
+
∣∣∣∣g(−x2

4

)
−A

(
−x

2

4

)
− f(0) + h(0)

∣∣∣∣
≤ 22 ε.

Hence ∣∣∣∣h(x)−A
(
x2

4

)
− h(0)

∣∣∣∣ ≤ 22 ε (24.21)

for all x ∈ R. The proof of the theorem is now complete.

24.3 Concluding Remarks

Smajdor (1999) studied the stability of the Abel functional equation

f(x+ y) = g(xy) + h(x− y), for all 0 ≤ y ≤ x

when the unknown functions f, g, h are defined on the interval [0,∞)
with range on an abelian semigroup with zero and satisfying cancellation
law. Sahoo (2003) studied the Hyers-Ulam stability of this functional
equation when the unknown functions f, g, h are defined on the set of
real numbers R with range on an a Banach space.

Although the Abel functional equation has been studied on certain
type of fields (see Chung et. al (1994)), to our best knowledge, the Hyers-
Ulam stability of this equation has not been studied on any field other
than the field of real numbers. Also, there is no Hyers-Ulam-Rassias type
stability result regarding this functional equation.

Since this is the last occurrence of Concluding Remarks for this book,
we point out some results on the stability of few functional equations that
we have treated in this book but whose stability we have not considered.
In Chapter 16, we studied several functional equations that originated
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from the Lagrange mean value theorem. There are only three papers
related to the stability of the mean value type functional equations.
Jung and Sahoo (2000b) studied the stability of the functional equation
f(x) − g(y) = (x − y)h(x + y). Let ϕ : F × F → [0,∞) be a symmetric
function with the property

ϕ(−x, y) = ϕ(x, y)

for all x and y in F, where F is a normed algebra with a unit element
1 (or a normed field of characteristic different from 2). We will use the
following notation

Φ(x, y) = 2ϕ
(
x+ y

2
, 0
)

+ 4ϕ
(

0,
x− y

2

)
+ 2ϕ

(
x+ y

2
,
x− y

2

)
+ ϕ

(
x− y

2
,
x− y

2

)
+ 3ϕ(0, 0)

for all x, y ∈ F. Jung and Sahoo (2000b) proved the following theorem.

Theorem 24.2. Let F be a normed algebra with a unit element 1 (or a
normed field of characteristic different from 2). If maps f, g, h : F → F
satisfy the functional inequality

‖f(x)− g(y)− (x− y)h(x+ y)‖ ≤ ϕ(x, y) (24.22)

for all x, y ∈ F, then there exist constants a, b, c, d ∈ F satifying the
inequality ‖c− d‖ ≤ ϕ(0, 0) such that

‖f(x)− ax2 − bx− c‖ ≤ ϕ(x, 0) + ‖x‖Φ(x, 1),
‖g(x)− ax2 − bx− d‖ ≤ ϕ(x, 0) + ‖x‖Φ(x, 1),
‖h(x)− ax− b‖ ≤ Φ(x, 1)

for all x ∈ F.

As a corollary one obtains the following Hyers-Ulams type stability
results for the mean value type functional equation

f(x)− g(y) = (x− y)h(x+ y).

Corollary 24.1. Let F be a normed algebra with a unit element 1 (or a
normed field of characteristic different from 2). If maps f, g, h : F → F
satisfy the functional inequality

‖f(x)− g(y)− (x− y)h(x+ y)‖ ≤ ε
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for all x, y ∈ F, then there exist constants a, b, c, d ∈ F with ‖c− d‖ ≤ ε
such that

‖f(x)− ax2 − bx− c‖ ≤ ε+ 12ε ‖x‖,
‖g(x)− ax2 − bx− d‖ ≤ ε+ 12ε ‖x‖,
‖h(x)− ax− b‖ ≤ 12ε

for all x ∈ F

Jung and Sahoo (2001a) also studied the stability of the functional
equation

f [x, y, z] = h(x+ y + z) (24.23)

for all x, y, z ∈ R with x 6= y, y 6= z and z 6= x. They proved the following
results.

Let G be an additive subgroup of C and let ϕ : G3 → [0,∞) be
a control function. In the following theorem, Jung and Sahoo (2001a)
investigated the stability of the functional equation (24.23) for cubic
polynomials.

Theorem 24.3. Let α ∈ G\{0} and β ∈ G\{−α, 0, α} be fixed. If
functions f, h : G→ C satisfy the inequality

|(y − z)f(x) + (z − x)f(y) + (x− y)f(z)
− (x− z)(x− y)(y − z)h(x+ y + z)| ≤ ϕ(x, y, z) (24.24)

for all x, y, z ∈ G, then there exist constants a, b, c, d such that

|f(x)− ax3 − bx2 − cx− d |

≤ |x2 − α2|
2 |β| |β2 − α2|

ϕ(x, β,−β) +
|x2 − β2|

2 |α| |β2 − α2|
ϕ(x, α,−α)

for all x ∈ G, and

|h(x)− ax− b |

≤ |x2 − β2|+ |β2 − α2|
2 |α| |β2 − α2| |x2 − α2|

ϕ(x, α,−α) +
1

2 |β| |β2 − α2|
ϕ(x, β,−β)

for all x ∈ G\{−α, α}. Moreover, the constants a, b, c, d are explicitly
given by

a =
f(β)− f(−β)
2β(β2 − α2)

− f(α)− f(−α)
2α(β2 − α2)

,

b =
f(β) + f(−β)

2(β2 − α2)
− f(α) + f(−α)

2(β2 − α2)
,
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c =
f(α)− f(−α)
2α(β2 − α2)

β2 − f(β)− f(−β)
2β(β2 − α2)

α2,

d =
f(α) + f(−α)

2(β2 − α2)
β2 − f(β) + f(−β)

2(β2 − α2)
α2.

Corollary 24.2. Suppose that the control function ϕ : G3 → [0,∞) is
given by

ϕ(x, y, z) = ε |x− y| |y − z| |z − x|

for some given ε > 0. If functions f, h : G → C satisfy the inequality
(24.24) for any x, y, z ∈ G, then there exist constants a, b, c, d such that

|f(x)− ax3 − bx2 − cx− d | ≤ 2ε
|β2 − α2|

|x2 − α2| |x2 − β2|

and

|h(x)− ax− b | ≤ ε+
2ε

|β2 − α2|
|x2 − β2|

for any x of G.

Given a control function ψ : G3 → [0,∞), we can also prove the
Hyers-Ulam-Rassias stability of the functional equation (24.23) in the
original setting:

Theorem 24.4. Let α ∈ G\{0} and β ∈ G\{−α, 0, α} be given. If
functions f, h : G→ C satisfy the inequality

|f [x, y, z]− h(x+ y + z)| ≤ ψ(x, y, z)

for all x, y, z ∈ G with x 6= y, y 6= z and z 6= x, then there exist constants
a, b, c, d such that

|f(x)− ax3 − bx2 − cx− d |

≤ |x
2 − α2| |x2 − β2|
|β2 − α2|

(ψ(x, α,−α) + ψ(x, β,−β))

and

|h(x)− ax− b |

≤ ψ(x, α,−α) +
|x2 − β2|
|β2 − α2|

(ψ(x, α,−α) + ψ(x, β,−β))

for all x ∈ G, where a, b, c, d are explicitly given in Theorem 24.3.



Stability of Abel Functional Equation 413

Another mean value type functional equation is

x f(y)− y f(x)
x− y

= h(x+ y) ∀x, y ∈ K with x 6= y, (24.25)

where K ∈ {R,C}. Jabloński and Pekala (2003) proved the following
Hyers-Ulam type stability result for the functional equation (24.25).

Theorem 24.5. Suppose X is a vector space over K. If the functions
f, h : K→ X satisfy the inequality∣∣∣∣∣∣∣∣x f(y)− y f(x)

x− y
− h(x+ y)

∣∣∣∣∣∣∣∣ ≤ ε
for all x, y ∈ K with x 6= y, then there are constants a, b ∈ X such that

||f(x)− (ax+ b)|| ≤ 2ε and ||h(x)− b|| ≤ 3ε.

In Chapter 17, we studied several functional equations that are used
in the characterization of distance measures between discrete probabil-
ity distributions. Recently, Kim and Sahoo (2010, 2011) have studied
the stability of some of these functional equations on groups G. These
equations are:

f(pr, qs) + f(ps, qr) = f(p, q)f(r, s),
f(pr, qs) + f(ps, qr) = f(p, q)g(r, s),
f(pr, qs) + f(ps, qr) = g(p, q)f(r, s),
f(pr, qs) + f(ps, qr) = g(p, q)g(r, s),
f(pr, qs) + f(ps, qr) = g(p, q)h(r, s),

where p, q, r, s ∈ G. Let S be a semigroup written multiplicatively and
let F be either the field of real numbers R or the field of complex numbers
C. Kim and Sahoo (2010, 2011) proved the following theorems:

Theorem 24.6. Let f, g : S2 → F be functions satisfying

|f(pr, qs) + f(ps, qr)− f(p, q) g(r, s)| ≤ φ(r, s)

for all p, q, r, s ∈ S and for some φ : S2 → R+. Then either f is bounded
or g satisfies

g(pr, qs) + g(ps, qr) = g(p, q) g(r, s)

for all p, q, r, s ∈ S.
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Theorem 24.7. Let f, g : S2 → F be functions satisfying

|f(pr, qs) + f(ps, qr)− g(p, q)f(r, s)| ≤ φ(p, q) and φ(r, s)

for all p, q, r, s ∈ S and for some φ : S2 → R+. Then either f(or g) is
bounded or g satisfies

g(pr, qs) + g(ps, qr) = g(p, q) g(r, s)

for all p, q, r, s ∈ S.

Theorem 24.8. Let f, g : S2 → F be functions satisfying

|f(pr, qs) + f(ps, qr)− g(p, q)f(r, s)| ≤ φ(p, q) and φ(r, s)

for all p, q, r, s ∈ S and for some φ : S2 → R+. Then either f and g are
bounded or f and g satisfy the equation

f(pr, qs) + f(ps, qr) = g(p, q)f(r, s).

Moreover, if f 6= 0, then g also satisfies

g(pr, qs) + g(ps, qr) = g(p, q) g(r, s)

for all p, q, r, s ∈ S.

In the next two theorems, G is a group written multiplicatively.

Theorem 24.9. Let f, g : G2 → R and φ : G2 → R be a nonzero
function satisfying

|f(pr, qs) + f(ps, qr)− g(p, q)g(r, s)| ≤ φ(p, q) ∀ p, q, r, s ∈ G

and |f(p, q)− g(p, q)| ≤M, and |f(p, q) +f(q, p)| ≤M ′ for all p, q ∈ G
and some constants M,M ′. Then either g is bounded or g satisfies the
equation

g(pr, qs) + g(ps, qr) = g(p, q)g(r, s).

Theorem 24.10. Let f, g, h : G2 → R and φ : G2 → R be a nonzero
function satisfying

|f(pr, qs) + f(ps, qr)− g(p, q)h(r, s)| ≤ φ(r, s)

for all p, q, r, s ∈ G. If |f(p, q)− g(p, q)| ≤ M for all p, q ∈ G and some
constant M , then g is bounded or h satisfies

g(pr, qs) + g(ps, qr) = g(p, q)g(r, s)

for all p, q, r, s ∈ G.
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24.4 Exercises

1. Let f, g : R→ R. If the map

(x, y) 7→ f(x+ y)− f(x− y)− g(xy)

is bounded on R2, then prove or disprove that there exists a unique
additive function A : R→ R such that the map x 7→ f(x)−A

(
x2

4

)
−f(0)

is bounded on R.

2. Let f, g : R→ R. If the map

(x, y) 7→ f(x+ y + xy)− g(xy)− f(x+ y − xy)

is bounded on R2, then prove or disprove that there exists a unique
additive function A : R → R such that the maps x 7→ f(x)− A (x) and
x 7→ g(x)− 2A (x) are bounded on R.
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tion. Results Math., 26:221–224, 1994.

[35] C. Borelli and G. L. Forti. On a general Hyers–Ulam stability
result. Internat. J. Math. Math. Sci., 18:229–236, 1995.

[36] D. G. Bourgin. Classes of transformations and bordering transfor-
mations. Bull. Math. Soc., 57:223–237, 1951.

[37] M. Bousquet-Mélou. On (some) functional equations arising in
enumerative combinatorics. In Proceedings of FPSAC’01, pages
83–89, Arizona State University, Arizona, USA, 2001.

[38] M. Bousquet-Mélou. On (some) functional equations arising in
enumerative combinatorics. In Proceedings of FPSAC’02, pages
1–12, University of Melbourne, Melbourne, Australia, 2002.

[39] S. Butler. Problem no. 11030. Amer. Math. Monthly, 110:637,
2003.



420 Bibliography

[40] R. D. Carmichael. On certain functional equations. Amer. Math.
Monthly, 16:180–183, 1909.

[41] E. Castillo, A. Cobo, J. M. Gutiérrez, and E. Pruneda. Functional
Networks with Applications: A Neural-Based Paradim. Kluwer
Academic Publishers, Boston, 1999.

[42] E. Castillo and M. R. Ruiz-Cobo. Functional Equations and Mod-
elling in Science and Engineering. Marcel Dekker, Inc., New York,
1992.

[43] A. L. Cauchy. Cours d’Analyse de l’Ecole Polytechnique, Vol. 1.
Analyse algebrique, V., Paris, 1821.

[44] I.-S. Chang and H.-M. Kim. Hyers-Ulam-Rassias stability of a
quadratic equation. Kyungpook Math. J., 42:71–86, 2002.

[45] I.-S. Chang and H.-M. Kim. On the Hyers-Ulam stability of
quadratic functional equations. J. Inequal. Pure and Appl. Math.,
3:1–12, 2002.

[46] B. Choczewski and M. Kuczma. Sur certaines equationes fonction-
nelles considerees par I. Stamate. Mathematica (Cluj), 27:225–233,
1962.

[47] P. W. Cholewa. The stability of the sine equation. Proc. Amer.
Math. Soc., 88:631–634, 1983.

[48] P. W. Cholewa. Remarks on the stability of functional equations.
Aequationes Math., 27:76–86, 1984.

[49] J. Chung, S.-Y. Chung, and D. Kim. Generalized Pompeiu equa-
tion in distributions. Appl. Math. Lett., 19:485–490, 2006.

[50] J. K. Chung, B. R. Ebanks, C. T. Ng, and P. K. Sahoo. On a
functional equation connected with Rao’s quadratic entropy. Proc.
Amer. Math. Soc., 120:843–848, 1994.

[51] J. K. Chung, B. R. Ebanks, C. T. Ng, and P. K. Sahoo. On
a quadratic-trigonometric functional equation and some applica-
tions. Trans. Amer. Math. Soc., 347:1131–1161, 1995.

[52] J. K. Chung, B. R. Ebanks, C. T. Ng, P. K. Sahoo, and W. B. Zeng.
On a functional equation of Abel. Results in Math., 26:241–252,
1994.

[53] J. K. Chung, Pl. Kannappan, and C. T. Ng. A generalization of the
cosine-sine functional equation on groups. Linear Algebra Appl.,
66:259–277, 1985.



Bibliography 421

[54] J. K. Chung, Pl. Kannappan, C. T. Ng, and P. K. Sahoo. Mea-
sures of distance between probability distributions. J. Math. Anal.
Appl., 139:280–292, 1989.

[55] J. K. Chung and P. K. Sahoo. Characterizations of polynomials
with mean value properties. Appl. Math. Lett., 6:97–100, 1993.

[56] S.-Y. Chung. Reformulation of some functional equations in the
space of Gevrey distributions and regularity of solutions. Aequa-
tiones Math., 59:108–123, 2001.

[57] I. Corovei. The cosine functional equation for nilpotent groups.
Aequationes Math., 15:99–106, 1977.

[58] I. Corovei. The sine functional equation for groups. Mathematica
(Cluj), 25:11–19, 1983.

[59] I. Corovei. On semi-homomorphisms and Jensen’s equation. Math-
ematica (Cluj), 37:59–64, 1995.

[60] I. Corovei. The d’Alembert functional equation on metabelian
groups. Aequationes Math., 57:201–205, 1999.

[61] I. Corovei. The sine functional equation on 2-divisible groups.
Mathematica (Cluj), 47:49–52, 2005.

[62] S. Czerwik. The stability of the quadratic functional equation.
Abh. Math. Sem. Univ. Hamburg, 62:59–64, 1992.

[63] S. Czerwik. The stability of the quadratic functional equation. In
Stability of Mappings of Hyers-Ulam Type (Th. M. Rassias and J.
Tabor, editors), 1:81–91, 1994.

[64] S. Czerwik. Functional Equations and Inequalities in Several Vari-
ables. World Scientific, Singapore, 2002.

[65] J. d’Alembert. Recherches sur la courbe que forme une corde ten-
due mise en vibration, I. Mem. Acad. Sci. Berlin, 3:214–219, 1747.

[66] J. d’Alembert. Recherches sur la courbe que forme une corde ten-
due mise en vibration, II. Mem. Acad. Sci. Berlin, 3:220–249,
1747.

[67] J. d’Alembert. Addition au Mémoire sur la courbe que forme une
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Acad. Sci. Paris, pages 278–286, 1769.



422 Bibliography

[69] G. Darboux. Sur la composition des forces en statique. Bull. Sci.
Math., 9:281–288, 1875.
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der Funktionalgleichung f(x + y) = f(x) + f(y). Math. Ann.,
60:459–462, 1905.

[132] G. Hardy, J. E. Littlewood, and G. Pólya. Inequalities. Cambridge
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[313] J. Tabor. Hosszú’s functional equation on the unit interval is not
stable. Publ. Math. Debrecen, 49:335–340, 1996.

[314] S.-E. Takahasi, T. Miura, and H. Takagi. Exponential type func-
tional equation and its Hyers-Ulam stability. J. Math. Anal. Appl.,
329:1191–1203, 2007.

[315] H. Teicher. Maximum likelihood characterization of distributions.
Ann. Math. Statist., 32:1214–1222, 1961.

[316] H. P. Thielman. On generalized Cauchy functional equations.
Amer. Math. Monthly, 56:452–457, 1949.

[317] T. Trif. Hyers-Ulam-Rassias stability of a Jensen type functional
equation. J. Math. Anal. Appl., 250:579–588, 2000.

[318] T. Trif. On the stability of a functional equation deriving from an
inequality of Popoviciu for convex function. J. Math. Anal. Appl.,
272:604–616, 2002.



Bibliography 439

[319] I. Tyrala. The stability of d’Alembert functional equation. Aequa-
tiones Math., 69:250–256, 2005.

[320] S. M. Ulam. A Collection of Mathematical Problems. Chapter VI,
Interscience Publishers, New York, 1960.

[321] S. M. Ulam. Problems in Modern Mathematics. Science Editions,
John Wiley & Sons, New York, 1964.

[322] R. Vakil. A Mathematical Mosaic: Patterns and Problem Solving.
Brendan Kelly Pub., Burlington, Ont., 1996.

[323] J. G. van der Corput. A remarkable family. Euclides (Groningen),
18:50–64, 1941.

[324] E. Van Vleck. A functional equation for the sine. Ann. of Math.,
11:161–165, 1910.

[325] H. E. Vaughan. Characterization of the sine and cosine. Amer.
Math. Monthly, 62:707–713, 1955.

[326] L. Vietoris. Zur Kennzeichnung des Sinus und verwandter Funktio-
nen durch Funktionalgleichungen. J. Reine Angew. Math., 186:1–
15, 1944.
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